
DESIGN OF NOVELTY DETECTION TECHNIQUES 

FOR OPTIMIZED SEARCH ENGINE RESULTS 

 

THESIS 

submitted in fulfillment of the requirement of the degree of  

DOCTOR OF PHILOSOPHY 

to 

J.C. BOSE UNIVERSITY OF SCIENCE AND TECHNOLOGY, YMCA 

by 

SUSHIL KUMAR 

Registration No: YMCAUST/Ph.D-08/2012 

 

Under the Supervision of 

Dr. KOMAL KUMAR BHATIA 

 PROFESSOR 

 

 

 

 

Department of Computer Engineering 

Faculty of Engineering & Technology 

J.C. Bose University of Science and Technology, YMCA 

Sector-6, Mathura Road, Faridabad, Haryana, INDIA 

JULY 2021 



i 
 

DECLARATION 

 

I hereby declare that this thesis entitled “DESIGN OF NOVELTY DETECTION 

TECHNIQUES FOR OPTIMIZED SEARCH ENGINE RESULTS” by SUSHIL KUMAR, 

being submitted in fulfillment of requirement for the award of Degree of  Doctor of Philosophy 

in the Department of Computer Engineering under Faculty of Engineering and Technology of 

J.C. Bose University of Science and Technology YMCA, Faridabad, during the academic year 

2020-2021, is a bonafide record of my original work carried out under the guidance and 

supervision of DR. KOMAL KUMAR BHATIA, PROFESSOR, DEPARTMENT OF 

COMPUTER ENGINEERING, J.C. BOSE UNIVERSITY OF SCIENCE & 

TECHNOLOGY,YMCA, FARIDABAD and has not been presented elsewhere.  

 

I further declare that the thesis does not contain any part of any work which has been submitted 

for the award of any degree either in this University or in any other University. 

 

 

 

(SUSHIL KUMAR) 

                Registration No. YMCAUST/Ph.D-08/2012 

 

 

 

 

 

 

 

 

 



ii 
 

 

 



iii 
 

ACKNOWLEDGEMENT 

I express my gratitude to almighty God for giving me strength and courage to complete this 

thesis. 

I would like to express my sincere and deep gratitude to my Guru Dr. Komal Kumar Bhatia 

Professor and Dean of Faculty of Informatics and Computing, J.C Bose University of Science 

and Technology, YMCA, Faridabad for giving me the opportunity to work in this area. It would 

never be possible to take this thesis to this level without his innovative ideas, invaluable 

guidance, continuous support and encouragement. His knowledge of different perspectives of 

research provided me with the opportunity to broaden my knowledge and to make significant 

progress. At times when I got stumbled upon big obstacles, my mentor encouraged me to look 

further and keep sailing through tough times. 

I gratefully acknowledge Dr. Komal Kumar Bhatia, Chairman Department of Computer 

Engineering for his constant encouragement and moral support during the course of this research 

work. I want to express my special thanks to Dr. Payal Gulati, Dr. Harish Kumar, Dr. Shailender 

Gupta, Ms. Sangeeta Dhell, Dr.Vedpal and Dr.Umesh Kumar. I gratefully acknowledge my 

university colleagues for their encouragement, support and invaluable suggestions in completing 

this research. I am also thankful to my students who helped me directly and indirectly in 

completing my research work. 

Words fail to express my heartfelt thanks to my better half Ms. Shalini Panwar for the utmost 

patience, love and faithful support and unparallel availability at all times during the course of my 

work. A special thanks to my parents Sh. Bal Krishan Panwar and Smt. Sita Devi for all their 

love and encouragement throughout my education. I am also thankful to my Father-in-law Sh. 

Satypal Mogha, my mother-in law Smt. Santosh Mogha and Sh. Omkar Mogha for their 

blessings and support. 

My special thanks to my son, Master Akshit Sushil Panwar for understanding me and giving me 

time for doing my research work. 

Thank you all! 

 

          (Sushil Kumar) 



iv 
 

ABSTRACT 

World Wide Web is a large hyperlinked information reservoir which includes text, audio, video 

and metadata information etc. It has evolved as an important information resource for data 

available for all. Search Engines provide an interface to access information from this large 

information resource. Users can provide search query through search engines and the results, 

therefore are displayed on the screen in a ranked manner. Search engines maintain the web 

documents in indices and provide search facilities by continuously downloading Web pages for 

processing. This process of downloading of web pages is known as web crawling. In order to 

cope up with the increasing size of the web, search engines run many processes in parallel which 

are referred as parallel crawlers. Since multiple processes execute in parallel, they put 

tremendous pressure on network bandwidth. Overlap problem of web pages also occurs due to 

the reason that one crawling instance may not be aware of another already downloading the same 

page. Thus, the search engines provide a list of redundant documents which demand the 

optimization of search engines results. In this thesis novelty detection techniques to detect the 

novel information in text documents are proposed. These techniques provide relevant and novel 

information to the users by filtering out the redundant information, which results in less effort of 

the user in searching the new information. 

A novel document-to-sentence level technique is proposed that splits the document into 

sentences on which the novelty is evaluated rather than the whole document. A threshold value is 

computed which is compared with the novelty score of the document, if this score is above the 

threshold value than the document is regarded as novel otherwise as not novel. 

Extractive text summarization based novelty detection technique is also proposed in which the 

documents is summarized first on which the novelty is calculated. This calculated novelty is 

compared with the general novelty detection method. With the help of the implemented results it 

has been observed the proposed method provided better results in terms of redundancy removal.  

Furthermore, Clustering based novelty detection method has been proposed for providing the 

novel results. A comparison is made between proposed method results and Bing search engine 

results. The proposed method provides better results in terms of elimination of duplicate 

documents and generating relevant and novel results to the user.  
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The work has also put forward the semantic similarity and text summarization base novelty 

detection technique. In addition the proposed system not only considers the synonyms for a 

given query keyword but also account all inferred word that are directly and indirectly related to 

the keyword for measuring content similarity. A comparison is made between generic crawler 

novelty and proposed method crawler novelty based on augmented hypertext documents. With 

the help of the implementation results it has been found that proposed work provides better 

results in terms of elimination of redundant documents with generating relevant results and novel 

documents identification to the user. 
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CHAPTER I 

INTRODUCTION 

1.1 GENERAL 

The Internet [1] is the collections of computer that are connected with each other and is used to 

provide information needs of users worldwide with the use of TCP/IP protocol suite. It provides 

access to documents that are hyperlinked together from the large information reservoir. This 

large information reservoir is known as World Wide Web or simply a web. WWW is a 

framework in which hyperlinked document are collected in the form of text, image and video. 

Earlier the information found manually over the web owing to availability of the small amount of 

information. Now the information available on the web is changing day by day due to the era of 

digital world which results in information overload. Hence, the number of users accessing the 

required information available on web is also increasing has become an issue. With this the use 

of the tools for information retrieval has rapidly increased. For accessing the information in easy 

and fast way various information tools are available like Meta search engine, web directories and 

search engine etc. The use of search engine [2] tool for information retrieval [4,5] is most 

popular these days.             

1.2. SEARCH ENGINE 

Search engine is tool used to find the information over the internet in an organized manner. 

Software used by search engine is known as crawler, which download the web pages by 

traversing the web. These web pages are than indexed in the search engine data base, which is   

build and maintained by crawler [3]. This is also called as spider or bot. A crawler takes list of 

URLs called seed URLs and craws the web by downloading the corresponding wed pages in to 

the database. These web pages are further scanned for the URLs extraction from them. The same 

process of crawling is again carried out by adding these URLs to the seed URLs. Then crawler 

forward these search pages to the indexer. The indexer is a computer program which is used for 

indexing the web pages and it recognize the text, links together with other content in the page by 

storing them in to search engine database file. Therefore, the query may fetch by keyword search 

and if the search matches with contents then the corresponding page retrieved from the database.              
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The general architecture of search engine is shown in figure 1.1. 

 

 

 

 

 

 

 

 

Figure 1.1: Components of Search Engine 

The search engine is used to serve the users information need. The user fired query in terms of 

keyword on the search engine interface [6]. The query contains a single word or a sequence of 

words based on the information needs of the user. The query words may include white space and 

can be separated by AND, OR etc. Afterword the results provided to the user in the form of 

documents based upon the users request.  The list of these documents are ordered or ranked 

according to their relevance. The most relevant documents are the topmost results in the 

retrieved list. 

Search engines such as Google, Bing and Yahoo are the examples    

1.3. MOTIVATION  

Since, it is clear from the working of the search engine that it provides the user with a list of 

documents according to the query. The list of such documents may contain relevant and 

redundant documents. On the search interface if the user fires a query as a result, firstly the list of 

relevant documents is produced to the user’s request. The list provides the information concern 

with the topic of interest. Since the retrieved list of documents thus produced is large in length 
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go through the whole list to extract the novel information. This results in the wastage of time and 

needs more effort by user. Thus for the solution to this problem there is need for a search system 

that provides satisfying information need in response to the user’s query. The size of web is also 

increasing day by day with dynamic nature of documents results in following challenges in the 

design of efficient and effective search system.    

1.  Crawls the quality pages: In traversing the WWW (World Wide Web) [7] the crawler should 

obey a clear path. Hence, the quality of search engine may be maintained by diverting this 

towards downloading of the best pages first.   

2.  Minimizing the overlapping of documents: Multiple crawlers download the same page many 

times because the same page is available at multiple web sites. This downloading of the same 

web page is regarded as overlap problem, which results in redundant document retrieval. Hence, 

needs to build a search system to overcome this overlapping of documents such that duplicity in 

copies of same page multiple times may be avoided.         

3.  Retrieving relevant and novel results: The top results obtain by search system not always 

fulfill the need of user’s request. In the retrieved pages there is no consideration of user 

preference and feedback for webpage ranking. Due to this large list is manually scanned by the 

user for selecting the needed information. It results in increasing the scanning time for results, 

which reduces the overall search experience of the user. Hence, need to improve the quality of 

return results such that in less number of clicks the information made available to user.          

 1.4 NOVELTY DETECTION TO IMPROVE THE SEARCH EFFICIENCY 

The traditional search engine takes a query on the search interface and produces the list of 

relevant documents, which satisfied the user’s information need. Now at this point one thing is 

clear that the list produced by the search engine may contains redundant documents. A redundant 

document is one which is relevant to user’s information need but contains the same information 

as the previous document. Thus there is a need to make a search system which removed this 

already seen information by the user. Because this redundant information or documents take lot 

of user’s time and effort for providing the required information need. Therefore the need for 

novelty detection [10] to improve the search efficiency in text documents is recommended.      
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Novelty detection [11] is the process to extract relevant and novel information from the result 

provided by search engine. It takes the ranked list provided by the tradition document retrieval 

system and further extracts the novel information to satisfy the user’s request. Novel information 

is relevant to user’s query and also provides new things as compared with the previous ones. 

Novelty detection is an important research area now a day due to the information overload over 

the web. With the novelty detection the user got new information with less effort and time. The 

process of novelty detection involves various novelties metric such as cosine similarity [13] by 

which a novelty score is calculated. This novelty score is than compared with a predefined 

threshold if the novelty score is above the threshold than the document is regarded as novel 

otherwise not novel.      

Novelty Detection can be done at three levels 

 Event Level: At the event level [12] the document is relevant and novel to topic or query 

but also related to new event. In other words new event present new information about an 

old event. The work at the event level novelty detection comes from the research Topic 

Detection and Tracking (TDT) [14].    

 Document Level: In this novelty detection is performed at document level to classify the 

document is novel or not. The problem with this method is that if there are a vast number 

of documents collected in the system which also contains previously seen information; 

the incoming document has to compare with the entire document in the system. This is an 

unmanageable and complex task. To solve this problem novelty detection on sentence 

level has been done.     

 

 Sentence Level: At this level sentence in a document is relevant and novel to the topic 

and also presented new information. The task is to extract relevant and novel sentences 

from the list of relevant documents with the given user’s query. A novel sentence should 

be relevant to a topic and provides new information. The methods available to developed 

novelty detection at the sentence level [15, 16], the new word mostly contribute a lot to 

rank the sentence as novel. 
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1.5 OBJECTIVES OF THE WORK 

The objective of this research is to design the efficient novelty detection techniques for the 

textual documents which help to perform the effective searching within less time and effort. To 

achieve this objective, the works on following goals have been performed. 

 To design and validate a technique for identifying the novel documents from the 

stream of documents: 

Solution: Novelty identification is accustomed to distinguishing novel information from 

an approaching stream of documents. In this proposed work, a novel methodology for 

document level novelty identification is discussed and proposed. This work first splits a 

document into sentences, decides the novelty of every sentence [26], then calculates the 

document level novelty score in view of an altered limit. Exploratory results on an 

arrangement of document demonstrate that this methodology beats standard document 

level novelty discovery as far as repetition exactness and excess review. This work 

applies on the document level information from an arrangement of documents. It is 

valuable in identifying novel data in information with a high rate of new documents. It 

has been effectively incorporated in a true novelty identification framework in the zone of 

information retrieval [8, 9]. 

 

 To design a novelty detection technique based on the extractive summary of the 

documents: 

Solution: This work provided the relevant and novel results to the user query using 

extractive text summarization [105,107]. Automatic summarization is one of the most 

attractive, and interesting topics for researchers to find out the relevant text from the 

huge bunch of documents. The key aim of this automatic text summarization is to provide 

the users to get their data in the minimum period of time. Novelty Detection [10] is a 

much needed requirement for good classification system. In this approach, the merging of 

two techniques extractive text summarization and general novelty detection is used. The 

proposed idea provides enhanced results when compared with already existing work. 
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 To design and validate a technique based on clustering of the documents to identify 

the novel documents: 

Solution: In this work, a clustering [89] based approach for novelty detection which will 

provide the relevant and novel information to the user query has been proposed. Firstly 

the incoming stream of documents based on user query related to a domain is clustered 

using k-means algorithm [83]. User makes a query based on specific domain using 

search engine and the first thirty retrieved results scarped out and store in a file on the 

disk. These documents are used to make ten clusters each containing of similar 

documents. Based on these clusters one cluster head is selected from each cluster which 

will provide ten documents. All of these ten documents having large distance as 

compared to with each other. This provided a list of ten novel documents based on the 

query. The proposed idea provides enhanced results when compared with the results of 

Bing search engine. 

 

 To design and validate a novelty detection technique to identify the novel documents 

based on semantic similarity and text summarization using ontology 

 Solution: Current web crawlers search the queries at very high speed but the problem of 

novelty detection or redundant information still persists. In this method, a new novelty 

detection mechanism is proposed which can be appended with current crawler. The 

proposed mechanism first summarizes the text based on ontology [72] then hash value is 

calculated using winnowing algorithm [77]. This hash value of document is matched with 

others using dice coefficient in order to calculate the similarity index. Based on the 

threshold chosen for similarity, the document is treated as novel or not. The proposed 

web crawler is implemented using SQL as backend and Visual Studio-2012 as frontend. 

The result shows that the proposed strategy reduces memory consumption and at the 

same time reduces the number of documents hence minimize the user time for searching 

the data from the results obtained. In addition, the proposed approach can be used with 

other search engines like Google, Yahoo, Bing and Alta Vista with the aim to minimize 

the redundant documents. 
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1.6. ORGANIZATION OF THESIS 

 

The thesis has been organized in the following chapters: 

 

Chapter I: This chapter starts with brief introduction of Information Retrieval System. The 

Traditional search engine architecture and the need for novelty detection to refine the results of 

basic search system have been covered. The basic concepts of Novelty Detection in text 

documents have been discussed in this chapter. 

 

Chapter II: This chapter contains the Literature Survey done on Novelty Detection in text 

documents. A detailed review of work done in this area has been provided. Different methods for 

novelty detection are also provided in a Table. The concept of document to sentence level 

novelty detection is introduced here.  

 

Chapter III: In this Chapter a novel architecture of Document to Sentence level novelty 

detection in text documents has been designed and proposed. The architecture depicts different 

functional modules that are proposed and discussed. The results also have been provided with the 

proposed approach. 

 

Chapter IV: This Chapter proposes a new architecture of Extractive text summarization based 

novelty detection in text documents. The details of various modules of this architecture and basic 

flow with algorithms have been discussed. The comparison of the results with the existing 

approach also been discussed. 

 

Chapter V: This Chapter proposes the architecture of clustering based novelty detection in text 

documents. The details of this architecture and algorithms with basic components have been 

discussed. The comparison of the results with Bing search engine is also provided. 

 

Chapter VI: In this Chapter the Semantic similarity and textual summary based novelty 

detection technique for textual documents is proposed. This technique is not based on simple 
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keyword indexing but uses the concept and context of words for indexing, providing efficient 

and fast access to the user. To provide user with a list of relevant and novel pages as a result of 

query entered by user is also provided. The Comparison of results with generic crawler and 

proposed crawler also been discussed. 

 

Chapter VII:  This Chapter concludes the outcome of the work proposed in this thesis. It also 

discusses the possibilities of future research work based on the proposed approaches.    
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CHAPTER II 

LITERATURE SURVEY 

2.1 INTERNET 

The Internet [1] which is a huge arrangement of associated PC organizations. It utilizes TCP/IP 

Internet convention suite to worker millions and trillions of clients around the world. It is an 

assortment of some little, medium, enormous, private, public, government, scholastic and 

business networks which has an organization of organizations which are totally associated by 

huge scope of hardware, remote and optical systems administration advancements. The Internet 

gives foundation to help network activities like electronic mail and supports a gigantic 

assortment of hypertext archives called WWW [7].  

The Internet had its foundations in 1960's when ARPANET (Advanced Research Projects 

Agency Network) [1], was made by the Pentagon's Advanced Research Projects Agency to give 

a safe and survivable interchanges networks for associations occupied with protection related 

examination. IP innovation was additionally evolved to make the organization worldwide. They 

indicated bundling of electronic messages, their tending to plans and how they are sent over the 

organization.  

Since it was hard for clients to recollect complex IP addresses, Paul. V. Mockapetris [11] 

proposed a convention called DNS (Domain Name System Protocol). This convention furnished 

planning of IP addresses with space names. These area names were essentially mix of English 

characters. Since individuals effectively recall names rather than numbers. DNS turned out to be 

well known. Ultimately the National Science Foundation (NSF), set up a disseminated 

organization of organizations fit for dealing with far more noteworthy traffic. In 1985, NSFNET 

was made by NSF and from here the utilization of Internet for all instructive scholarly scientists, 

government offices, and global exploration associations began. Tim Berners Lee dealt with the 

possibility of Ted Nelson. The goal of his work was to permit colleagues of European lab to 

share their venture data. The venture created by Lee later established the framework for the 

advancement of World Wide Web. By the 1990's the Internet experienced touchy development. 

Web turned into the hotspot for offering better and cost free administrations. The figure 2.1 

shows architecture for internet communication: 
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Figure 2.1: Architecture of Internet 

In the current time, of Information Technology, Internet has made distances more limited and 

world more modest. It has become the amplest use hotspot for getting to a data. The Internet is 

presently being utilized in practically all circles going from training, government workplaces, 

design, correspondence, shopping, diversion and so forth. It has now become a key piece of 

human existence. 

2.2 WORLD WIDE WEB 

The WWW [7] is enormous assortment of hyperlinked documents that are made accessible with 

the assistance of Internet. Since Internet has the sites that contain website pages, consequently 

WWW is viewed as a piece of the Internet. HTML records containing labels for pictures, text, 

sound, video, and connection to different reports and so forth. Labels structure the foundation of 

the World Wide Web. Each website page has an interesting URL (it contains both the location of 

the PC on which it is put away and name of the record that contains the page) to separate itself 

from other organization assets. Toward the starting WWW facilitated static content pages just yet 

now it has been upset to give dynamic data that incorporates video, sound, mixed media, 

illustrations and 3-D livelinesss. Path back during World War II, Memex was created by Bush, 

which was a blend of transmission TV and microfilm innovation. Anyway the framework was 

lumbering and complex that never came into creation. Later Nelson presented Xanadu project 

that pre-owned hypertext archives unexpectedly. Yet, this undertaking was additionally 

 

 

LAN 

LAN 

               Router 

               Router 

Communication 

Internet Service Provider 



11 
 

extremely mind boggling and was rarely figured it out. The thoughts given by Memex just as 

Xanadu affected Tim Berner Lee, who later developed the WWW. The significant segments that 

help perusing of site pages through Internet are Web workers, Web programs and HTTP 

convention. The worker stores the hypertext web archives. These records re recovered with the 

assistance of Hypertext transport convention. These records are seen on a unique programming 

application called Web-Browser. These product applications help Internet clients in looking, 

getting to and perusing pages. The first historically speaking internet browser created was 

Mosaic. Afterward, Netscape Navigator turned into a pioneer internet browser. An assortment of 

internet browsers that are common these days are Internet Explorer, Google Chrome, Bing, 

Firefox and so forth. In 1988, U.S Department of trade framed ICANN (Internet Corporation for 

Assigned Name and Number) to privatize the activity and enrolment of area names.  

Figure 2.2 shows the essential engineering of WWW (W3) given by Tim Berners–Lee et al [7]. 

The World Wide Web Consortium (W3C) was established in October 1994 to advance the 

improvement of World Wide Web innovation. 

 

 

 

 

 

 

 

 

Figure 2.2: Basic Architecture of WWW 

Since its inception in 1989, the size of Web has increase exponentially. More than half million 

web-sites exist on the Internet and each may contain numerous URL’s. Google, the most popular 

search engine had 26 million web pages indexed in 1998 and now it indexes around 16 billion 
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web pages. It is thus very difficult for end users to access information from this huge information 

gateway. As a result there is a need for information retrieval tools which may help the end users 

to access the required information.     

2.3 INFORMATION RETERIVAL 

Information retrieval (IR) [9, 10] is the field of retrieving information from the different 

information sources available over the web in response to the user information need. IR takes a 

user’s query and retrieves a list of documents satisfying the user’s interest. The web is a large 

collection of web pages in the form of text, audio, imaged and video. The information available 

on the web may be in unstructured, structure and semi structure form. The unstructured form is 

not exactly clear thus can easily understand by the computer. The structure data is in the 

relational form maintained in the form of tables and clear. As the information size is increasing 

over the web it emerges the need of information retrieval.   

The processing and filtering of the retrieved documents to fulfill the need of user’s is performed 

by the information retrieval system. The task of information system starts by submitting the 

query on the search interface and the system retrieve the results to satisfying the information 

need. The grouping of the documents based on the contents of the documents is called clustering 

[89] and the process of classifying which document belongs to which class is called 

classification. The task of classification, initially start manually and then perform automatically. 

Upon submitting a query and the query match with the entity stored in the database. The query is 

formal way to satisfying the information need and the entity represents the objects in the data 

base in the form of text, image etc. The query matched with the several objects in the database 

not only uniquely matched with a object. Afterward a score is calculated by the information 

retrieval system of matched objects in the database and topmost documents reprieved by the 

system. The performance of the IR depends on the many factors that are discussed in the next 

section.          

2.3.1 FACTORS AFFECTING PERFORMANCE IN IR 

The performance of the IR depends on the many factors and some of them discuss here like 

precision and recall. These factors affected the performance in term of relevant and novel 

documents retrieval. 
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 Precision 

Precision is the measure of number of relevant document retrieved by the system. It involves all 

the retrieved documents to calculate the fraction of relevant document retrieved by the system. 

For example, if the system having total 50 documents in the system and the 20 are the relevant 

documents. And the system returns only 10 documents as relevant document out of 50. This 

fraction of documents between relevant retrieved to the total number of documents is the 

precision of the system. It is defines as: 

 

 

 

 Recall 

Recall is the ratio of the total relevant documents in the system to the relevant documents 

retrieved. For example, if the system having total 50 documents in the system and the 20 are the 

relevant documents. Suppose the system returns only 10 documents as relevant to the user query, 

then fraction of 10 documents to the 20 documents is called recall. It is the measure of how many 

documents which are relevant to the query in the system has been successfully returns. It is 

defined as: 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑙𝑎𝑣𝑒𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠
                                                                 (1.2) 

      

  Recall is also called the sensitivity. It is non-trivial to achieve 100 % recall but one must also 

consisering the non-relevant documents in to account. In the next section brief introduction about 

the tool for information reterival to be dicussed.   

        

2.4 WEB DIRECTORIES 

Web directories are used to search information over the web. These are organized in hierarchical 

tree structure based on the topic and subtopic of the web pages. They store the more general 

topic on the root of the tree and specific topic on the child of the root. If the user’s want to search 

 

               𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =   
𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠
                               (1.1) 
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the specific topic he must traversed the path from root to child node. Web directories are 

maintained manually; hence they cover the small portion of the web. Due to the small coverage 

web directories are not so popular these days for information retrieval. 

2.5 META SEARCH ENGINE 

Meta search is another tool for information retrieval over the web. Meta search engine find 

information simultaneously with the collaboration of other search engines. Such type of search 

engine does not maintain its own database but use the database maintained by search engine. 

Meta search engine is also not so preferable because they used high voluminous data from the 

diverse variety of search engines. Out of these information tools discussed above search engines 

are most preferable tool used for information retrieval now a days.  

2.6 SEARCH ENGINE 

Search engine is tool used to find the information over the internet in an organized manner. 

Software used by search engine is known as crawler, which download the web pages by 

traversing the web. These web pages are than indexed in the search engine data base, which is   

build and maintained by crawler. This is also called as spider or bot. A crawler takes list of URLs 

called seed URLs and craws the web by downloading the corresponding wed pages in to the 

database. These web pages are further scanned for the URLs extraction from them. The same 

process of crawling is again carried out by adding these URLs to the seed URLs. Then crawler 

forward these search pages to the indexer. The indexer is a computer program which is used for 

indexing the web pages and it recognize the text, links together with other content in the page by 

storing them in to search engine database file. Therefore, the query fired is processed by the 

query processor and based on keyword search if the search matches with contents then the 

corresponding page retrieved from the database.    

2.7 NOVELTY DETECTION 

As the size of web is increasing at higher rate due to the more and more information is uploading 

over the web. This information is flow between the user, services and clients via internet. There 

are different information resources available over the internet from where this information is 

access in the form of reports, articles and stories etc. by the different kind of users. Thus, in this 
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situation needs an automatic system based on novelty detection that provides updated 

information to the users. In the earlier days the information was accessed manually by 

maintaining the web directories etc. For example if in a library to maintain information about the 

variety of subjects a catalog was needed to categories the material with different codes. In the era 

of internet the information is available in digital form; no need to use books or library for the 

required information need. Novelty detection [12] is a new field immerged from the last decade 

and an important topic for the researchers. Novelty means new answer in response to the 

question. The information retrieved by the system is regarded as novel if it contains new 

information as compared to the last information seen. Novelty is also measures the opposite of 

redundancy. The process of novelty detection start with a set of documents which are ranked 

based on their relevance score. A score is high for a document which is having more importance 

than the document having lower importance. Thus the task of novelty detection splits in two 

parts i.e. relevant document extraction and from that novel documents extraction. In the literature 

asymmetric measure and symmetric measure are there, which depends upon the ordering of the 

sentences in a document. A symmetric measure follows the ordering of the sentences. The cosine 

similarity [13] measures the similarities between the two vectors, if a sentence is represented by 

vector than similarity between the current sentence and previous sentence can be calculated. The 

main aim of novelty detection is to remove all the redundant and non relevant documents and 

presented novel documents to the user’s based on their information need. In this way the user 

only read the needed documents and the redundant and non-relevant information is gone away.  

Novelty detection methods characterize as indicated by the accompanying general 

classifications, for example, Classification based, Neural network based, Support Vector 

Machine (SVM), Nearest Neighbor, Clustering and Statistical based strategy. These methods 

differ in way, how they find the novelty of the documents. The system can obtain relevant 

documents regarding given question and separate the non-relevant documents in the 

classification stage. 

 

In the table no. 2.1 a brief overview of novelty detection methods are presented  
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Table 2.1: Methods for Novelty Detection  

S.No. Novelty detection 

Methods 

Description 

1. Classification based  Training of normal data is used to model this and 

new pattern is classified further. 

 The classifier is trained to check that the data is 

part of classifier or the new data. 

2. Neural network 

based 
 In this method by using the normal data a neural 

network is trained than the output is checked 

according to the input. 

 A normal pattern is identified if the neural network 

accepts the input otherwise this is a novel pattern.   

3. Support vector 

Machine 
 In this method data belongs to the low density 

region regarded as novel data and the data lies on 

high density area is the normal data. 

 In this method data belongs to the low density  

region regarded as novel data and the data lies on  

high density area is the normal data.  

 Minimum radius data is captured in a sphere. 

 To distinguish from spherical data a high 

dimensional space is used by non spherical data. 

 Accordingly, data comes within learned area is  

normal if not the data id novel   

4. Nearest Neighbour  The data point that lies near to each other are the 

normal points and the points which fall away from 

each other are the novel points.  

 Distance based: In this a threshold value is used 

which signifies about the novelty of data points. 

The Distance between two neighbouring points 

above the threshold is novel otherwise not. 

 Density-based method: 

Data a point fall in low density area is the novel  

data otherwise not. 

5. Clustering  In this technique, every ordinary data or 

information has a place with a group while the 

novel information doesn't have a place with any 

of the group. The groups or clusters are by and 

large huge. For each cluster, there exists a level of 

enrolment for every information point. A 

correlation of the level of enrolment is finished 

with the limit a value to discover cluster 

participation. In the event that an information 

point doesn't have a place with any of group, at 

that point it is novel. 
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6. Statistical  The Stochastic Distribution is utilized for 

recognizing the information. The Stochastic 

Distribution is a succession of random variables 

where variable accepts the value as 0 or1. This is 

essentially utilized for modelling the framework 

which changes randomly.. Independently they are 

random however inside them, they denote a 

pattern. The information is formed on the 

standard of statistical properties. These properties 

are utilized for finishing up whether test 

information has a place with the same or 

distinctive distribution. 

 

In the following section a brief overview of novelty detection research on event level and 

sentence level is presented.  

2.7.1 Event Level Novelty Detection 

 At the event level [15, 18] the document is relevant and novel to topic or query but also related 

to new event. In other words new event presents new information about an old event. The work 

at the event level novelty detection comes from the research Topic Detection and Tracking 

(TDT) [19]. This work is concerned with the online event/new story detection or new story and 

these events depend on the clustering method. Various models like vector space model and 

language model has been proposed to represent incoming stream of new documents/stories. 

These documents or new stories are grouped in to clusters. A new incoming story [20-27] is 

compared with the predetermine novelty threshold if the similarity score of the story is smaller 

than the threshold than it assigned in to closest cluster. And if this similarity threshold larger than 

the predetermine threshold than the story starts the new cluster and is regarded as new story. 

In the work of Allan, Gupta, and Khandelwal [14, 16] the stories are presents each in turn and 

before the following story can be viewed as the sentences are score first. The assignment is to 

remove a single sentence inside a new topic for every occasion dependent on the temporal 

rundown. 

 

2.7.2   Document Level Novelty Detection  

In this novelty detection is performed at document level to classify the document is novel or not. 

The problem with this method is that if there are a vast number of documents collected in the 

system which also contains previously seen information; the incoming document has to compare 
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with the entire document in the system. This is an unmanageable and complex task. To solve this 

problem novelty detection on sentence level has been done.     

 

2.7.3 Sentence Level Novelty Detection 

 At this level sentence in a document is relevant and novel to the topic and also presented new 

information. The task is to extract relevant and novel sentences from the list of relevant 

documents with the given user’s query. A novel sentence [17] should be relevant to a topic and 

provides new information. The methods available for similarity computation in information 

retrieval that can also used to calculate similarity in novelty detection. In the sentence if new 

word comes they contribute high rank score for novelty detection. A sentence with high 

similarity with the query it increases the relevance of the sentence and if this score is also high 

with all history sentences than its relevance decreases. 

Afterword the new word count appearing in the sentence to compute the redundancy of the 

sentence. This new redundancy or novelty measure is called New Information degree (NID) and 

its value is calculated in two ways. Firstly, take the ration of IDF (Inverse document frequency) 

values of all the new words in a sentence to the IDF values of all the words in the sentence.  And 

secondly the NID value is calculated by taking the fraction of bigram of all the new words in the 

sentence over the all the bigram for words in the sentence. This work helps in computing the 

novelty by new word counts 

 

Tsai and Zhang [26] have proposed the document-to-sentence model for document-level novelty 

identification. In this technique document level novelty perform effectively by utilizing sentence 

level method. The results based on APWSJ [26] data show that this technique perform better in 

terms precision and recall for redundancies than cosine similarity. 

 

In other studies which utilizes the named entity [28] extraction and part of speech (POS) tagging 

model of novelty scoring used to find the novelty score of each sentence. Two different types of 

matrices are used i.e. unique comparison and second one is the important value. The unique 

comparison calculates the number of words and important value calculates the number of 

matched entities. Then the total match of words is calculated between the history document and 

tested document.   
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In the work of Soboruff and Harmarn [23] discussed the novelty track (TREC) [21-25] to 

introduce the concept of novelty detection. In this, after experimentation with TREC data [34-38] 

the novel sentences were extracted from the corpus based on query.  

Li and Croft [46, 47, 48] have proposed in their work new definition for novelty identification. 

The query or question fire by user in response of this answer is presented is called novelty. 

They also suggested information pattern based novelty detection i.e opinion pattern or named 

entity. After experimentation they found that this method has enhanced the novelty for general 

topics.    

 

In the work of Strokes et al [51] that used a lexical chain and text vector. The proposed method 

combined the lexical chain with the free text vector. The chain which is semantically related 

words in a text is called a lexical chain i.e. truck is lexical chain consist of vehicle, wheel, engine 

and automobile etc. In this chain each word is semantically related directly and indirectly. For 

example world net can be used to create the lexical chain and adopting this was result in 

marginal increase in effectiveness       

 

Zhang et al [32] has proposed a method for novelty identification which was based on overlap-

based redundancy calculation. In this method number of matching terms normalized by the 

length of the sentence was used to calculate the redundancy score between sentences. The 

threshold value used was 0.55 and the sentences with redundancy above the threshold were 

regarded as redundant. Thus these sentences eliminated from the repository 

 

Tsai, Hsu and Chen [26] proposed the work in which cosine similarity function was used for 

detecting the novel sentences. In this work sentence are represented as vectors than the similarity 

score between the tested sentence and history sentence was introduced for novel sentence 

extraction.   

 

Litkowski [37] has proposed the work on discourse entities in a sentence. Discourse entities are 

semantic objects. These objects have many syntactic relations in text document. For example a 

person name, a noun and pronoun all hails from single entity and considered as same discourse 
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entity. If new discourse entity found in a sentence with respect to all the history count of 

discourse entities than the sentence is regarded as novel.   

 

In the work Eichmann et al [38] has introduced in the sentence the concept of named entities and 

noun phrases. The task of novel sentence detection was based on the he count of the new named 

entities and noun phrases. If they are greater the preset count than the sentence was regarded as 

novel otherwise not. 

 

Allan et al work [40] on temporal summaries of new topics, the task is to extract a single 

sentence from each event within a news topic, where the stories are presented one at a time and 

sentences from a story must be ranked before the next story can be considered. Novelty is an 

important characteristic of sentence selection. They proposed two approaches for measuring 

novelty. The first approach estimates the probability that two sentences discuss the same event 

by the probability that the later sentence could arise from the same language model as the earlier 

sentence. The second approach is the same as the first approach except that the sentence is 

compared to clusters and there is more information in a cluster to estimate probabilities. The 

second measure gives better performance than the first approach, which indicates the clustering 

is useful for modeling the events. 

 

In the work of Zhang et al [39] the removal of redundant documents has been discussed on five 

redundancies measures i.e. three KL-divergence based measures with three language modeling 

variations. The other two redundancies measures were cosine similarity and set difference 

measure. The KL-divergence involves Dirichlet smoothing, shrinkage smoothing and three-

component mixture language model. It was found after the experimentation that the redundancy 

measure based on mixed language model and cosine similarity measures provides best results in 

detection of redundant documents.      

 

Blended metrics were proposed in [43], whose methods consolidate both cosine similarity and 

new word check measurements for novelty mining. The main features of the blended metrics are 

combining the measurements from multiple metrics similar to constructing a classifier using 

multiple features rather than only one feature. Since the qualities of the two measurements 
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contrast, a few examples that cover in the one-dimensional feature space could be detachable in 

the two-dimensional element space. The preferred position is that the choice limit in the two-

dimensional element space which is characterized by the mixing technique and edge can be more 

adaptable than that in the one-dimensional component space [43]. 

 

Fernandez and Losada [42] study have addressed Local Context Analysis (LCA) to detect new 

and relevant sentences within documents related to a certain topic. LCA is beneficial to 

researchers in different areas of study, such as text summarization, information retrieval, Web 

search engines, question answering systems, etc. The core idea of this method is based on a 

common term from the top-ranked relevant documents that tend to co-occur within query terms 

within the top-ranked documents. 

 

Li and Craft 2005, Gabrilovich 2004, Kwee 2009 and Bentivogli 2011 [49, 56, 58, 62]: have 

done the work on removal  of duplicate documents for novelty and redundancy identification in 

adaptive filtering. In the novelty sub topic of RTE- 6 and 7 was explored in textual based 

sentence level novelty mining. 

Saed Alqaraleh and Omar Ramadanin [63, 64]: The work has been done with the multimedia 

files like images, music, and videos. The objective was to improve the efficiency of multimedia 

search engines by eliminating repeated occurrences.  

In the work of Sravanthi, P., & Srinivasu, B.[65]: has introduced the method for word co-

occurrence. In this method the word order was ignored for the sentence. Thus in the context of 

sentence it does not count the meaning of the word.    

Dasgupta and Dey, 2016 [66]: has been carried out the work on the problem of novelty detection 

at the document level. In the work of Tirthankar Ghosal, amrita Salam , Swati Tiwari , Asif 

Ekbal, Pushpak Bhattacharyya, 2018 [67]: they have  suggested the problem of novelty by 

building the resource through event specific crawling of new document. The work was on 

document level novelty detection from many domains in a periodic way. TAP DND 1.0 corpus 

was used by incorporating the supervise machine learning method. 
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The other related contribution of work done in the area of Duplicate Detection by the following 

authors as: 

Some documents or web pages are the mirror image of the others. Whereas some documents are 

not exact copy of other document but differ in some part are called near duplicate. These more 

numbers of duplicates pages require more memory space and effect the speed together with cost 

in providing the results. Thus recognizing these duplicate pages save cost and memory space. 

These pages are generated due mirror versioned or imitation of documents. The quality of results 

produced by search engines can be enhanced after the removal of these redundant pages. For 

removing such duplicate pages various methods provided by many authors: 

In the work of Broder et al [68] shingles were produced with the sequence of all nearby words. 

The method has been proposed which tells the documents with same shingles are treated as 

similar, whereas the overlap shingles are treated as exactly same. This method works better with 

smaller length documents 

Theobald et al. Spotsigs [69] have proposed the duplication detection method. In this method 

spot signatures are used by removing the stop word from anchors. After an anchor excluding stop 

words, than by using k token right these spot signature are created. Hashing is done on these 

signatures to reduce the signature vectors length. Afterwords the generated hash codes are 

compared if the difference between them is smaller than the preset threshold, these pages as 

counted as near duplicate. Hence these web pages are eliminated from the depositary.      

In the work of Fetterly et al [70] for the identification of near duplicate pages has used super 

shingling method. The work proposed by Hannaneh Hajishirzi et.al [71] for specific domain to 

identify of near duplicates. Hence for similarity computation vectors mapped to smaller hash 

values to increase the efficiency in detection     

2.8 SUMMARY 

It is apparent from the literature survey the web crawler process the query at exceptionally fast 

yet the issue of novelty detection actually continues. Anyway till date no web crawler has had 

the option to furnish exact and precise outcomes concerning the query. The users actually need to 

check the all return results by refining them physically to get the needed information. Thus, 
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Design of Novelty Detection Techniques for Optimized Search Engine results is being proposed 

to dispose of the downloading of excess documents and giving the novel results.  

In the figure 2.3 the complete flow of work is shown.  

 

 

 

 

 

 

 

Figure 2.3: Complete Work Flow 

The following are the techniques that are proposed to provide the relevant and novel text 

document retrieval: 

 Document to Sentence level Novelty Detection Technique 

 Text Summarization based Novelty detection 

 Clustering based Novelty detection in Text Documents 

 Semantic Similarity and Text Summarization based Novelty Detection 

 

In the coming next chapters the architecture of novelty detection techniques with detailed 

description is provided. 
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CHAPTER III 

DOCUMENT-TO-SENTANCE LEVEL NOVELTY DETECTION 

3.1 INTRODUCTION 

In the previous chapter, the history and evolution of the novelty detection methods at the two 

levels i.e. sentence level and event level has been discussed. Novelty detection is accustomed to 

distinguish novel data from an approaching stream of documents. In this chapter a novel 

methodology for document level novelty identification by utilizing Document to-sentence level 

strategy has been proposed. The work first splits a document into sentences [17], decides the 

novelty of every sentence, then calculates the document level novelty score. Exploratory results 

on an arrangement of document demonstrate that the proposed methodology beats standard 

document level novelty discovery as far as repetition exactness and excess review. The work has 

been applied on the document level information from an arrangement of documents. It is 

valuable in identifying novel data in information with a high rate of new documents.  

 

3.2 PROPOSED DOCUMENT TO SENTENCE LEVEL NOVELTY DETECTION  

One of the most important points of concern in the proposed work is to how the idea of novelty 

detection refines existing search- engine results. A novel approach to detect the novelty in the 

documents is presented in this chapter. Many important applications have used novelty detection 

in order to reduce redundant and non-relevant information presented to users of the document 

retrieval systems. In this study document level novelty detection has been proposed and the 

algorithm is aimed at removing the redundancy of the results and increasing the speed to find the 

novel information in the documents. To increase the speed, novelty score of documents is 

calculated in the proposed algorithm by using the sentence segmentation instead of using whole 

document. Sentence segmentation [17] has been done by pre-processing the document and then 

splitting the document into sentences.  

 

3.3 NOVELTY DETECTION ALGORITHM 

Document to Sentence Level Novelty Detection algorithm is a proposed detection algorithm 

which is used to find whether a document gives novel information or not when compared with 
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the history documents. The algorithm first splits the document into sentences, determines the 

novelty score of each document based on a fixed threshold. 

For similarity computation [13] sentences are then compared with all the history sentences. To 

compute the nature of document, similarity is converted to novelty score for each sentence. A 

minimum value is selected out of the novelty values and finally the decision has to be made.   

3.3.1 Architecture of Proposed Novelty Detection Method 

The architecture for the proposed system is shown in figure 3.1. In this system user enters a 

query in the form of a new document; this is passed to segmentation module. 

 

             

 

 

  

 

          

 

 

Figure 3.1: Architecture of Proposed System 

This module breaks the documents into sentences and stored them in the database. Now the 

sentences are passed through text categorization module where stemming and stop word removal 

processing is done. The detector module decides the novelty of the document. At last the result is 

passed to the user by result module. Now, various components and novelty process are explained 

below in detail to have an understanding of the proposed detection system: 

 

3.3.1.1 Segmentation Module 

This module breaks the documents into sentences and these sentences are stored in the database 

for further processing. For example the document “Karnal is a city located at the centre of the 

Haryana. The population of Karnal is approximately 2.87 lakhs” is break in to sentences like: 
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Karnal is a city located at the centre of the Haryana. 

The population of Karnal is approximately 2.87 lakhs. 

3.3.1.2 Text Categorization 

This module helps in pre-processing the sentences. It removes the stop words from the sentences 

before they move to the next module. For example ‘the pen is blue’ so after removal of stop 

word can and be it results in pen, blue. 

3.3.1.3 Novelty Detector Module 

This module helps in finding the novelty of the document. The process of this module is as 

shown in figure 3.2. The document is segmented into sentences; compute the novelty score of 

each sentence by using the sentence-level novelty detection module. Then, the average of 

novelty score is compared with a fixed threshold value, if the value of novelty score is greater 

than the threshold value then the document is considered as novel otherwise not. 

 

 

 

 

 

          Y 

 

              N  

 

 

 

 

 

Figure 3.2: Novelty Detection Process 

 

For measuring the geometric distance cosine similarity [13] is used between the sentences. From 

previous studies, it has been cleared that the cosine distance metric showed a good performance 
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on both document and sentence-level novelty detection. Hence, in this work cosine similarity is 

used to predict whether an incoming sentence contains enough novel information compared to a 

set of history sentences. 

Cosine similarity is a symmetric measure related to the angle between two vectors. If we 

represent a sentence s as a vector s = [x1(s), x2(s), . . . , xn(s)]T , then the cosine similarity 

between two sentences is defined as: 

                   

 

Where, the value of k lies from 1 to n. Cosine Similarity measures of cosine of angle between 

two vectors and the values is in the range of (-1, 1). Two sentences have considered for the 

cosine value calculation as below: 

S1. Ram goes to marry Panjabi girl, a girl. 

S2. Shyam goes to Punjab to find Ram. 

 

 Calculating the terms and their corresponding frequencies for s1 and s2: 

 

TABLE 3.1:   Term and Frequencies of Sentence ‘s1’ for Calculating Cosine Similarity 

TERMS Ram Goes to marry Punjabi girl a 

FREQUENCIES 1 1 1 1 1 2 1 

 

Also, calculate the term and frequencies for the sentence ‘s2’ 

 

TABLE 3.2: Term and Frequencies of Sentence ‘s2’ for Calculating Cosine Similarity 

TERMS Shyam goes to Punjab Find Ram 

FREQUENCIES 1 1 2 1 1 1 

 

From the table 3.1 and 3.2 the total number of terms in sentence ‘s1’ is 8 and in ‘s2’ is 7. 

 

cos(𝑠𝑡, 𝑠𝑖) =
Σ𝑥𝑘(𝑠𝑡) 𝑥𝑘(𝑠𝑖)

||𝑠𝑡||. ||𝑠𝑖||
                                                             3.1 
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TABLE 3.3 Term and Frequencies of Sentence ‘s1’ and ‘s2’ together 

TERMS Ram goes To marry Punjabi girl Shyam Punjab Find 

Frequency in 

S1 

1 1 1 1 1 2 0 0 0 

Frequency in 

S2 

1 1 2 0 0 0 1 1 1 

                                                                                                               

 

Now, the Cosine product is calculated between the sentences s1 and s2       

The vectors for sentence s1 and sentence s2 can be represented as:  

C = [1,1,1,1,1,2,0,0,0], D = [1,1,2,0,0,0,1,1,1]. 

Thus, COS of angle between two vectors is calculated using the eqn. 3.2.  

 

  Similarity = cos (𝜃)= 
C.𝐷

||𝐶||||𝐷|| 
=

∑  𝐶𝑖𝑛
𝑖=1 ×𝐷𝑖

√∑ (𝐶𝑖)2 𝑛
𝑖=1 ×√∑ (𝐷𝑖)2𝑛

𝑖=1

                               (3.2) 

 

         

    Cos 𝜃 =
1×1+1×1+1×2+1×0+1×0+2×0+0×1+0×1+0×1

22222 21111   × 
2

22222 111211 

                  (3.3) 

 

Therefore, the value of COS θ is calculated as 0.377. 

For the novelty detection task, in order to measure the degree of novelty directly, the cosine 

similarity score is converted in to the novelty score simply by one minus cosine similarity score. 

Cosine similarity metric compares the current sentence with each of its history sentences 

individually, where the minimum novelty score among them has been chosen as the novelty 

score of the current sentence. 

 

                                      𝑁𝑜𝑣𝑒𝑙𝑡𝑦 𝑆𝑐𝑜𝑟𝑒(𝑠𝑡) =  𝑚𝑖𝑛 [1 − cos (𝑠𝑡, 𝑠𝑖]                             (3.4) 
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Given below are three simple documents that occurred one after the other: 

D1: Karnal is a city located at the centre of the Haryana. The population of Karnal is   

       approximately 2.87 lakhs. 

D2:  It lies 150 kilometres from Delhi. Karnal is a city located at the centre of the Haryana. 

D3:  Karnal lies 150 kilometres from Delhi. The population is approximately 2.87 lakhs. 

The proposed algorithm is shown in figure 3.3 which predicted the novelty of the document, 

whether it is novel or not. The algorithm when applied on the documents D1, D2 and D3 it splits 

the documents in to sentences then compare first sentence of a document to all the sentences of 

other documents and so on. 

3.3.1.4 Algorithm for Document Level Novelty detection  

 

Algorithm:  (N=set of documents, newDoc) 

1. Begin 

2.  for( i1 to N) 

3.  Begin 

4.    for(sen_doc1 to sen_newdoc) 

5.    Begin 

6.      for( sen1 to sen_idoc) 

7.                  Begin 

8.        Cos_sim[]find cosineSimilarity(sen, sen_doc)  

9.        End 

10.       maxCos[]find maximum value from cos_sim[] 

11.       noveltyScore[] min[1- maxCos[]] 

12.       End 

13.   End 

14.   avgNovel  ∑noveltyScore[] / N 

15.  If(avgNovel>Threshold) 

16.   Return newDoc is novel 

17.  Else 

18.   Return newDoc is not Novel 

19. End 

 

Figure 3.3 Algorithm for Proposed Work 

When the general novelty detection method is directly applied, the document D3 is quite natural 

to be predicted as a novel because it contains new information in comparison to D1 and D2 
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individually. But if these documents are segmented into sentences, D3 will be correctly predicted as 

redundant because all its sentences have appeared in the previous sentences. 

3.4 SIMULATION OF THE PROPOSED APPROACH 

In this the proposed scheme is implemented using various examples. This section shows the 

performance enhancement of this approach.  

3.4.1Simulation 

In this chapter the proposed algorithm is simulated and implemented by using two examples. 

User choose a new document and that document is compared with three documents. The result is 

computed by finding the novelty score for each document based on a fixed threshold. 

3.4.2 Example 1 

Step 1- 3 documents (N1, N2, N3) are taken for the basic analysis. 

 

Figure 3.4 Document N1 

 

Figure 3.5 Document N2 
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Figure 3.6 Document N3 

Step 2- Now user selects a new document (newDoc) 

 

Figure 3.7 New Document 

 

 

Step 3- All the documents are segmented into sentences and each sentence of the new document 

are compared with all the sentences of history documents. 
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Figure 3.8: Sentences of Document N1 

 

Figure 3.9: Sentences of Document N2 
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Figure 3.10: Sentences of Document N3 

 

Figure 3.11: Sentences of New Document 

Steps 4- Sentences of N1 document are taken one by one. 

Step 5- Find Cosine Similarity of each sentence  
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Table 3.4: Cosine Similarity Values of N1 Document 

ND1 .842 .389 

ND2 .428 .11 

ND3 .85 - 

ND4 .127 - 

ND5 .427 .117 

ND6 .252 .06 

 

Table 3.5: Cosine Similarity Values of N2 Document 

ND1 .334 - 

ND2 .904 .476 

ND3 .23 - 

ND4 .589 - 

ND5 .476 .857 

ND6 .265 .265 

 

Table 3.6: Cosine Similarity Values of N3 Document 

ND1 .132 - 

ND2 .159 - 

ND3 0 - 

ND4 .667 .975 

ND5 .278 - 

ND6 .882 - 

  

Step 6- Now the maximum values of cosine similarity from each table is selected 
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Table 3.7: Maximum Cosine Values  

 N1 N2 N3 

ND1 .84 .33 .13 

ND2 .43 .90 .16 

ND3 .85 .23 0 

ND4 .13 .59 .98 

ND5 .43 .86 .28 

ND6 .25 .26 .88 

   

Step 7- Find novelty score for each document 

Table 3.8: Novelty scores for N1, N1, N3 

NEW DOCUMENT N1 N2 N3 

ND1 .16 .67 .87 

ND2 .57 .10 .84 

ND3 .15 .77 1 

ND4 .87 .41 .02 

ND5 .57 .14 .72 

ND6 .75 .74 .12 

 

Step 8- Now compute minimum novelty score for each document 

Table 3.9:  Minimum Novelty Scores 

ND 
N1 N2 N3 

.15 .10 .02 

 

Step 9- Find the average novelty score  

avgNovel= (0.15+0.10+0.02)/3 
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 = 0.27/3= 0.09 

Step 10- Now we compare the average novelty score with the fixed threshold value 

Threshold = 0.45 

avgNovel = 0.09 which is less than the threshold value 

So, new document ND is not novel. 

 

3.4.3 Example 2 

Step 1- 3 documents (M1, M2, M3) are taken for basic analysis 

 

 

Figure 3.12: Document M1 

 

Figure 3.13: Document M2 
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Figure 3.14: Document M3 

Step 2- Now user selects a new document (newDoc) 

 

 

Figure 3.15: New Document 

Step 3- All the documents are segmented into sentences and each sentence of the new document 

are compared with all the sentences of history documents. 

 

 

Figure 3.16: Sentences of Document M1 
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Figure 3.17: Sentences of Document M2 

 

Figure 3.18: Sentences of Document M3 

 

Figure 3.19: Sentences of New Document 

Steps 4- Sentences of m1 document are taken one by one. 

Step 5- Find Cosine Similarity of each sentence  
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Table 3.10: Cosine Similarity Values of M1, M2, M3 

New doc/Old Doc M1 M2 M3 

ND1 0 0 0.1 

ND2 0 0.53 0.27 

ND3 0.3 0.2 0.1 

ND4 0 - - 

ND5 0 0.3 0.2 

 

Step 6- Find novelty score for each document 

Table 3.11: Values of Novelty Scores 

New Doc/Old Doc M1 M2 M3 

ND1 1 1 0.9 

ND2 1 0.47 0.73 

ND3 0.7 0.8 0.9 

ND4 1 - - 

ND5 1 0.7 0.8 

 

Step 7- Now compute minimum novelty score for each document 

Table 3.12: Minimum Novelty Scores 

ND 

M1 M2 M3 

0.7 0.47 0.73 

 

Step 8- Find the average novelty score  

avgNovel= (.7+.47+.73)/3=  0.63 

Step 9- Now we compare the average novelty score with the fixed threshold value 

Threshold = .45 

avgNovel = .63 which is more than the threshold value. Hence, new document ND is novel. 
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From the examples the threshold value 0.45 is the standard value for better result. The table 3.12 

shows about the selection of the threshold when applied on the three documents with the 

variation in threshold value 

Table 3.13: Comparison of Threshold Values 

Result with 0.35 Result with 0.45 Result with 0.55 

Document 1:Result provided 

the 4 novel sentences 

Result provided the 4 novel 

sentences 

Result provided the 4 novel 

sentences 

Document 2:Result provided 

the 2 novel sentences 

Result provided the 2 novel 

sentences 

Result provided the only 1 

novel sentences 

Document 3:Result provided 

the 2 novel sentences 

Result provided the 2 novel 

sentences 

Result provided only 1 novel 

sentence. 

Document 4:Result provided 

the 3 novel sentences 

Result provided the 2 novel 

sentences 

Result provided the 2 novel 

sentences 

Document 5:Result provided 

the 4 novel sentences 

Result provided the 3 novel 

sentences 

Result provided the 3 novel 

sentences 

 

3.5 IMPLEMENTATION AND PERFORMANCE EVALUATION 

For the experiment the query terms selected were ,’Diwali’,’Holi,’Cricket’,and ‘Pulwama 

attack’. First 30 pages of search results were stored in repository for testing the proposed 

approach. The  implemention includes Java, PHP, HTML, and  Microsoft Access. 

 

 

 

 

 

 

 

 

Figure 3.20: Query Interface  
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Figure 3.21: Input documents for Processing 

 

Figure 3.22: Document 2 (History Document)  
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Figure 3.23: Generated Assumed Novelty Document  

 

 

Figure 3.24: Novelty Score Computation 
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Figure 3.25: Maximum Cosine Similarity Value  

 

Figure 3.26: Minimum Novelty Score Value 
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Figure 3.27: Novelty Detection Output 

 

 

3.5.1 Performance Evaluation 

The proposed approach is compared with General Document Retrieval in terms of Precision, 

Recall and F-Score are defined as:   

                       𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠
                                      (3.4) 

 

                                    

                               𝑅𝑒𝑐𝑎𝑙𝑙(𝑅) =  
𝑁𝑜𝑣𝑒𝑙 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 

𝑇𝑜𝑡𝑎𝑙 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑖𝑛 𝑑𝑎𝑡𝑎 𝑠𝑒𝑡
                                               (3.5) 

 

                                

                              𝐹 − 𝑆𝑐𝑜𝑟𝑒 =
2∗𝑃∗𝑅

𝑃+𝑅
                                                                                (3.6) 
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Table 3.13 lists out the precision, recall and F-score values for keyword similarity based on 

general document retrieval and proposed technique:    

Table 3.14: Precision, Recall and F-Score Comparison 

 

The precision, Recall and F-Score plots are shown in figures 3.28, 3.29 and 3.30 respectively 

 

 

Figure 3.28: Precision Plot 
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Figure 3.29: Recall plot 

 

Figure 3.30: F-Score plot 

 From the implementation it has been proved that this proposed method gives proper result in 

lesser amount of time and with better efficiency. The precision, recall and F-measure are also 

high when this algorithm applied on the set of documents as compared with general document 

retrieval system 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Diwali Holi Cricket Pulwama
Attack

R
EC

A
LL

 %

General Document Retrieval

Proposed D2S Approach

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Diwali Holi Cricket Pulwama
Attack

F-
SC

O
R

E 
%

General Document Retrieval

Proposed D2S Approach



48 
 

Table 3.15 Comparison with General Novelty Detection work 

 

Above table 3.14 shows the comparison between the proposed approach for novelty 

identification and the approaches in the literature. 

 

3.6 SUMMARY 

The work proposed a framework which can be applied on document level novelty detection. This 

framework can make document-level novelty detection more effective by adopting the 

techniques for the sentence level. Experiments with different examples show that proposed 

method can greatly improve the document level novelty detection performance in terms of 

precision and recall and F-score. Therefore, the proposed work may be used to incorporate in to 

real world information retrieval system.  

 

 

 

 

 

 

 

General Novelty Detection Proposed Approach 

 Earlier approaches treated the 

sentences and documents as two 

distinct resources and find 

novelty separately. 

 

 The proposed approach tells a 

document as redundant if it shares a 

single sentence with the previously seen 

document. 

 The work mainly enhances the code 

reuse for novelty identification as it 

concerned on sentence level. 
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CHAPTER IV 

TEXT SUMMARIZATION BASED NOVELTY DETECTION 

4.1 INTRODUCTION 

Expanding development of data volume on the web makes an expanding need grow new 

automatic techniques for recovery of text documents having novel sentences and positioning 

them as per their pertinence to the client query. Essentially the web index recovers the greater 

part of data about text documents having duplicate sentences too. This makes issue of finding the 

significant data and furthermore the refreshed data. So it isn't easy to use. To make it more 

valuable and to determine the issue of duplicate sentences and information the thought "Novelty 

detection utilizing text Summarization" is by all accounts more suitable and gainful. 

The work is to limit the repetitive sentences from a text document in such a way that it gives the 

significant and novel sentences as it were. Different methodologies, for example, the single use 

of text summarization [60, 61] or general novelty detection may not give the novel sentence or 

data. So this work is a consolidated methodology of both text summarization and general novelty 

identification procedure. 

 

4.2 TEXT SUMMARIZATION 

 

It is a method to reduce the content of text document, which makes a summary that holds the 

significant data in the original document. Text summarization [105], eliminate the unessential 

information as well as the duplicate data too. As the issue of information over-burden has 

become over the web, so the interest in the content summarization helps in lessening the volume 

of information. This method included a single text summarization or multi document outline.  

Summarization has been decayed into three principle stages:  

 Source text translation in to a text representation 

 Text representation is changed in to summary representation.  

 From summary representation to generate the summarize document 
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The method of text summarization [107] diminishes a text in to a section or passage that passes 

on the significant purposes of the content. The looking of significant data from a large stream of 

documents is exceptionally troublesome job for the users. Consequently the automatic text 

extraction of data or summary of the content document is required. This text summarization 

causes the user to decrease time to peruse the entire document and it gives needed information 

from the large volume.  

With the fast development of the World Wide Web (WWW), data over-burden is turning into an 

issue for getting to the necessary data. Text outline can be an irreplaceable solution for decrease 

the volume and give the required information 

4.2.1 Types of Text Summarization 

The process of text summarization classify in to two types: 

 Abstractive 

 Extractive 

Abstractive text summarization: It constructs an interior semantic representation and afterward 

utilizes common language generation strategy to make a summary that is nearer to what a human 

may create. It is retelling something very similar in different words. 

 

Extractive Text Summarization: This selects the important sentences from the text by using 

word frequency, cue word etc. and generate the summary. 

In this work the extractive text summarization is used to generate the summary of the text 

document. 

 

4.2.2 Extractive Text Summarization Performs Two Levels: 

 Pre Processing: It is an essential step to load content in to the proposed framework and 

different tasks are performed on the document, for example, boundary reorganization, 

stop word removal and stemming and so on. 

 Processing: In this process the features impact the significance of sentences are chosen 

and determined. At that point the weights are allocated utilizing learning strategies and 

high level sentences are chosen. 
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4.3 TERM FREQUENCY  

 

In information recovery, TF-IDF, short for term frequency-inverse document frequency, is a 

mathematical measurement that is proposed to reflect how significant a word is to a document in 

a corpus. It is regularly utilized as a weighting factor in information recovery and text mining. 

The TF-IDF esteem expands relatively to the occasions a word shows up in the document, yet is 

balanced by the frequency of the word in the corpus, which assists with adapting to the way that 

a few words show up more frequently in general.  

The term frequency is significant component, which speaks to how often the term appear in the 

document (as a rule a compression function is used, for example, square root or logarithm is 

applied) to compute the term frequency. The term identifying the sentence boundaries in a 

document is based on punctuation and split into sentences. 

 

4.3.1 Keyword Frequency 

The keywords are the top high frequency words in term sentence frequency. After cleaning of 

document the frequency of each word is calculated. The word score are chosen as keywords and 

based on this feature, any sentence in the document is scored by number of keywords it contains. 

 

4.4 INVERSE DOCUMENT FREQUENCY (IDF) 

The inverse document frequency is a measure of how much information the word provides that 

is, whether the term is common or rare across the document. It is the logarithmically scale 

inverse function of the document of the document that contain the word, obtained by dividing the 

total number of documents by the number of documents containing the term, and then taking the 

logarithm of that quotient. 

 

IDFNTFIDF *)log1( 10                                                                                             (4.1) 

 

Where, N = number of terms, the value for IDF =1. 

If , the value of N=0 than the TFIDF= 0 
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4.4.1 Algorithm for TF-IDF 

 

Step 1: Take source document as input 

Step 2:  Done preprocessing on source document 

Step 3:  Extract the term frequencies 

Step 4: for all the terms 

         4.1 generate the TFIDF value 

Step 5: for all TFIDF value 

         5.1 Extract the sentences from source text document the terms with highest TFIDF values  

Step 6: provide a summary for source document with sentences extracted by step 5.1 

Step 7: final output is summarized document.  

 

Figure 4.1: Algorithms for TF-IDF  

 

4.5 PROPOSED ARCHITECTURE FOR TEXT SUMMARIZATION BASED      

NOVELTY DETECTION 

 

The Proposed architecture as shown in figure 4.2 takes the source text as input. Then text 

summarization method is applied on the input text document. On the summarized text document 

the novelty detection technique is applied. The output of this document is the extracted novel 

sentences.  This document is compared with the document on which the general novelty method 

was applied. This method involves the following steps: 

(a) Text Summarization method applied on the text document which provides the summary.  

(b) Novelty Detection method is applied on the summarized text document.    

(c) It provides the novel sentences by using cosine similarity method. 

(d) The final output is compared with the original document 
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Figure 4.2: Proposed Architecture 

Then text summarization method is applied on the input text document. On the summarized text 

document the novelty detection technique is applied. The output of this document is the extracted 

novel sentences. 

4.5.1 ALGORITHM FOR PROPOSED TECHNIQUE 

The figure 4.3 shows the algorithm for text summarization based novelty detection which 

includes the sequence of steps applied to determine the novelty of documents. 

 

Step 1: Take Source document as input  Di 

Step 2: Done pre-processing on Di 

Step 3: Extract term frequency (TF) for all terms(T) of Di 

Step 4: Estimate TFIDF for all T 

Step 5 : Choose all T with maximum TFIDF value and extract all sentences with such T 

Input Text Document 

Apply text summarization 

technique 
Summarized Result 

Apply Novelty Detection 

Using Cosine Similarity 

Technique 

Assign a Threshold Value & 

compare with the result 

Novel sentences/Document  
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Step 6: Generate the Summary (Si) of Di  

Step 7: Splits Si (where i=1 to n) into sentences (S1, S2,S3,…….Sn) each sentences as an 

individual document SDi (where i=1 to n)  

Step 8: Find all TF for each T in the SDi 

Step 9: Calculate the cosine similarity value for each SDi 

             Similarity = cos(ɵ)= 
𝑆𝐷𝑖.𝑆𝐷𝑖+1

||𝑆𝐷𝑖||||𝑆𝐷𝑖+1|| 
=

∑ 𝑆𝐷𝑖𝑛
𝑖=1 ×𝑆𝐷𝑖+1

√∑ (𝑆𝐷𝑖)2 𝑛
𝑖=1 ×√∑ (𝑆𝐷𝑖+1)2𝑛

𝑖=1

 

Step 10: Set the threshold value for all SDi 

            If similarity > threshold 

           Then SDi is Novel (Ni) 

           Else not Novel 

Step 11: If Ni has some mutual or intersected COS value than minimize Ni(for i=1 to n) 

Step 12: Final NDi (i=1 to n) novel sentences for Di are generated. 

  

 

Figure 4.3: Algorithm for Proposed Technique 

4.6 Implementation and Results 

The approach exploited on a set of documents. This approach takes the text as input and after 

stop word removal, lemmatization it gives the extractive summary as output text. Then cosine 

novelty method applied on the summarized text document. The output document then compared 

with the document on which normal text summarization was applied.  

4.6.1  Experimental Result 1  

 The original text document used for basic analysis is shown in figure. 4.4 and the Cosine 

similarity function is applied on this.  
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Figure 4.4: Original Document 

4.6.1.1   Cosine Similarity Calculation 

This document is segmented in to the sentences and suppose these sentences A,B,C,D,E and F 

acts as individual documents. 

Step 1: Split the document in to sentences as shown below: 

A) Ymca is a university. 

B) Ymca is a government university. 

C) Ymca is a government university of Haryana. 

D) Ymca  university is a top university of Haryana. 

E) I live in ymca hostel. 

F) Ymca is a university of science and technology. 

Step 2: Find the term frequency for each document as shown in Table 4.1. 

Table 4.1: Term Frequency Values of Original Document 

TERMS TERMS FREQUENCY FOR DOCUMENTS 

A B C D E F 

Ymca 1 1 1 1 1 1 

university 1 1 1 2 0 1 

governement 0 1 1 0 0 0 

haryana 0 0 1 1 0 0 

Top 0 0 0 1 0 0 

Live 0 0 0 1 1 0 

Hostel 0 0 0 1 1 0 

science 0 0 0 1 0 1 

technology 0 0 0 0 0 1 
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Step 3: After that the Cosine similarity function is used to find the similarity between the two 

documents. The eqn. 4.2 shows the cosine similarity function: 

 

 

 

 

In the table 4.1, six documents are involved. All the documents are compared with each other 

and the total number of comparison is calculated by  

 

 

 

 Where, n = 6 and the total number of comparison are 15. 

Step 4: Calculation of Cosine values for each comparison 

For example for the sentence (a):- 

Cos(a,b)= 1*1+1*1/√((12
 +12)*(12

 + 12+12 )) = 0.81 

Cos (a,c)= 1*1+1*1/√((12
 +12)*(12

 +12+ 12 +12
  )) = 0.70 

Cos(b,c)=  1*1+1*1.30/√((1.302
 + 12+ 12 +12

 
 )*( 12

 +12
 )) = 0.87 

Likewise find all values of cos 𝜃 for other pairs. Table 4.2 reflects Cosine values of all the 

possible pairs. 

Table 4.2: Cosine Values 

Comparision COS 

Value 

Comparision COS 

Value 

Comparision COS 

Value 

(A,B) 0.81 (B,C) 0.86 (C,E) 0.28 

No. of Comparisons =  
2

)1( nn
                                                                     (4.3)   

Similarity = cos(ɵ)= 
𝐴.𝐵

||𝐴||||𝐵|| 
=

∑ 𝐴𝑛
𝑖=1 𝑖×𝐵𝑖

√∑ (𝐴𝑖)2 𝑛
𝑖=1 ×√∑ (𝐵𝑖)2𝑛

𝑖=1

                               (4.2) 
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(A,C) 0.70 (B,D) 0.65 (C,F) 0.50 

(A.D) 0.80 (B,E) 0.33 (D,E) 0.21 

(A,E) 0.40 (B,F) 0.57 (D,F) 0.81 

(A,F) 0.70 (C,D) 0.75 (E,F) 0.28 

 

From the  table 4.2  value in bold taken out, which are greater than the threshold.The threshold 

value used is 0.45 and the pairs which are having such values are: 

 

COS(A,B) = 0.81 

COS(B,C) = 0.86 

COS(A,C) = 0.70 

COS(C,D) = 0.75 

COS(A,D) = 0.80 

COS(D,F) = 0.56 

COS(B,D) = 0.65 select sentence D    

COS(A,F) = 0.70 select the sentence F, which is alreay selected 

COS(B,F) = 0.57           select the sentence F, which is alreay selected  

COS(C,F) = 0.50 select the sentence F, which is alreay selected 

So that only 3 sentences C,D,F are selected and included into the summarized document. 

 

Thus the novel sentence extracted are: 

 

Figure 4.5:  Extracted Novel Sentences 

 

Select sentence C as B is mutual 

Select sentence D as C is mutual 

 

Select sentence F as D is mutual 
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4.6.1.2   Apply the TF-IDF Technique on the Original Document: 

 

 

 

 

Figure 4.6: Document to apply TF-IDF Method 

Step 1: Find the TFIDF of the original document by using IDFNTFIDF *)log1( 10  

       and choose IDF=1.                                                   

Table 4.3: TF-IDF Value 

Term TF TFIDF 

YMCA 6 1.77 

University 6 1.77 

Government 2 1.30 

Haryana 2 1.30 

Top 1 1 

Live 1 1 

Hostel 1 1 

Science 1 1 

Technology 1 1 

 

Step 2: The bold values show the highest TF-IDF value, so extract all sentences having terms 

YMCA and University  

Step 3: Summarized document after TF-IDF 

 

 

 

Figure 4.7: Summarized document 

 From the fig. 4.7 TF-IDF provided the same original document as a summarized document. 

So it is the disadvantage of TF-IDF.  

 



59 
 

   

4.6.1.3 Apply the Cosine Similarity on the Summarized Data 

Step 1: Calculate TF for each document A,B,C,D,E,F from the fig. 4..6. The terms frequency 

reflected into the table 4.4 

Table 4.4: Term Frequency values after summarization 

TERMS TERMS FREQUENCY FOR DOCUMENTS 

A B C D E F 

ymca 1 1 1 1 1 1 

university 1 1 1 2 0 1 

governement 0 1 1 0 0 0 

haryana 0 0 1 1 0 0 

top 0 0 0 1 0 0 

live 0 0 0 1 1 0 

hostel 0 0 0 1 1 0 

science 0 0 0 1 0 1 

technology 0 0 0 0 0 1 

 

Step 2: The total comparisons involved to compare the Cosine values are 6(6-1)/2=15. 

Table 4.5:  Cosine Values 

Comparision COS 

Value 

Comparision COS 

Value 

Comparision COS 

Value 

(A,B) 0.81 (B,C) 0.86 (C,E) 0.28 

(A,C) 0.70 (B,D) 0.65 (C,F) 0.50 

(A.D) 0.80 (B,E) 0.33 (D,E) 0.21 

(A,E) 0.40 (B,F) 0.57 (D,F) 0.81 

(A,F) 0.70 (C,D) 0.75 (E,F) 0.28 
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From the table 4.5 shaded the value which are greater than the threshold.The threshold value 

used is 0.45. the pairs which are having such values are: 

COS(A,B) = 0.81 

COS(B,C) = 0.86 

COS(A,C) = 0.70 

COS(C,D) = 0.75 

COS(A,D) = 0.80 

COS(B,D) = 0.56 

COS(B,D) = 0.65     

COS(A,F) = 0.70  

Thus the novel sentence extracted are: 

Ymca is a government university. Ymca university is a top university of Haryana. Ymca is a 

 university of science and technology. 

Now observe that TF-IDF value for term YMCA and UNIVERSITY is higher. So choose the 

sentences having YMCA and UNIVERSITY terms. It gives the summarized document of the 

original document. 

 

 Step 3: Figure 4.7 shows the summarization of the original document 

 

 

 

 

 

 

 

Figure 4.8: Summarized document 

 

TFIDF provided the same text document as is original text. 

This is a disadvantage that it may retrieve the same original document as a summarized 

document. Hence to resolve this disadvantage the use cosine similarity together with 

summarization method to extract the novel sentences.. 

 

Select sentence C as B is mutual 

Select sentence D as C is mutual 

 

Select sentence F as D is mutual 

 

Select sentence D  

 
Select sentence F which is already selected  
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4.6.1.4  TF-IDF Plus Cosine Similarity Approach 

 
Step 1:- Break the text document retrieved after TF-IDF procedure into segmentation of 

sentences like:- 

a)   Ymca is a university. 

b)   Ymca is a government university. 

c)   Ymca is a government university of Haryana. 

d)   Ymca university is a top university of Haryana. 

e)   I live in ymca hostel. 

f)   Ymca is a university of science and technology. 

 

Step 2:- Calculate term frequency of each individual sentence as shown in below table 4.6. 
 

Find TFIDF value for each using formula:- IDFNTFIDF *)log1( 10  

Take IDF value= 1 always 

Do not compute value when term frequency = 0 take it as it is i.e = 0  

 

Table 4.6 TF-IDF Values after TF-IDF and Cosine Approach 

 

Term Frequency TF-IDF 

 a b c d e f a b c d e f 

ymca 1 1 1 1 1 1 1 1 1 1 1 1 

university 1 1 1 2 0 1 1 1 1 1.30 0 1 

government 0 1 1 0 0 0 0 1 1 0 0 0 

haryana 0 0 1 1 0 0 0 0 1 1 0 0 

top 0 0 0 1 0 0 0 0 0 1 0 0 

live 0 0 0 0 1 0 0 0 0 0 1 0 

hostel 0 0 0 0 1 0 0 0 0 0 1 0 

science 0 0 0 0 0 1 0 0 0 0 0 1 

technology 0 0 0 0 0 1 0 0 0 0 0 1 

 

Now apply the cosine formula over TF-IDF values got in table 4.6. 
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Similarity = cos(ɵ)= 
𝐴.𝐵

||𝐴||||𝐵|| 
=

∑ 𝐴𝑖𝑛
𝑖=1 ×𝐵𝑖

√∑ (𝐴𝑖)2 𝑛
𝑖=1 ×√∑ (𝐵𝑖)2𝑛

𝑖=1

                                   (4.3) 

 

 

  
For example for the sentence  (a):- 

Cos(a,b)= 1*1+1*1/√((12
 +12)*(12

 + 12+12 ))= 0.81 

Cos (a,c)= 1*1+1*1/√((12
 +12)*(12

 +12+ 12 +12
  ))= 0.70 

Cos(b,c)=  1*1+1*1.30/√((1.302
 + 12+ 12 +12

 
 )*( 12

 +12
 )) = 0.87 

Likewise we find all values of cos 𝜃 

Table 4.7 summarizes all the values of the possible pair for cosine function. 

Table 4.7 Threshold Comparison  

Cosine similarity values of 

each sentences 

Cos𝜽 value After threshold value application 

Cos(a,b) 0.81 0.81>0.45 

Cos(a,c) 0.70 0.70>0.45 

Cos(a,d) 0.87 0.87>0.45 

Cos(a,e) 0.40 0.40<0.45 

Cos(a,f) 0.70 0.70>0.45 

Cos(b,c) 0.86 0.86>0.45 

Cos(b,d) 0.71 0.71>0.45 

Cos(b,e) 0.33 0.33<0.45 

Cos(b,f) 0.57 0.57>0.45 

Cos(c,d) 0.62 0.62>0.45 

Cos(c,e) 0.28 0.28<0.45 

Cos(c,f) 0.50 0.50>0.45 
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Cos(d,e) 0.26 0.26<0.45 

Cos(d,f) 0.62 0.62>0.45 

Cos(e,f) 0.28 0.28<0.45 

 

Now provide a threshold value= .45 and the sentences are selected with COSꝊ  > threshold value. Hence 

all the sentences with cosine value less than threshold are eliminated. 

From cosɵ values selected values are: 

Cos(a,b):- 0.81  sentence (b) is selected 

Cos(a,c):- 0.70 sentence (c) is selected 

Cos(a,d):- 0.87 sentence (d) is selected 

Cos(a,f):- 0.70  sentence (f) is selected 

Cos(b,c):- 0.86  sentence (c) is selected 

 

But sentence (b) is consisted in (c) from last value so drop sentence (b). 

 
So, the final novel sentences in the document are:- 

 

 

 

 

    

 

 

Figure 4.9: Extracted Novel Sentences 

 

So, the proposed technique gives better result than the existed one. 

 

4.6.2 Example 2: 

Text document in figure 4.8 is used for basic analysis: 

 

 

Figure 4.10: Document 2  

Step 1: Calculate term frequency after stemming, lemmatization and stop word removal. 
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Figure 4.11: Document 2 after Preprocessing 

Find TFIDF value for each using formula:- IDFNTFIDF *)log1( 10  

Take IDF value= 1 always 

Do not compute value when term frequency = 0 take it as it is i.e. = 0   

Step: 2: Now construct a TF and TF-IDF values: 

Table 4.8 TF and TF-IDF Values Example 2 

 

 

The value 1.60 in table 4.8 is showing the highest TF-IDF value means the occurrence of term 

PEN is high. So, extract a summary of sentences having the term Pen and drop all sentences not 

having term Pen. 

Thus the summary of original document after TF-IDF operation is shown in figure 4.10 

 

 

 

Figure 4.12: Summarized Document 2 

 

Hence, the summary consists of only 3 sentences by eliminating 1 sentence. 

 

Terms TF TF-IDF 

Ram 1 1 

Write 3 1.47 

Pen 4 1.60 

Blue 2 1.30 

Letter 1 1 

Ram write write pen pen blue pen write letter blue pen 

He is writing with a pen. The pen is a blue pen.  He is writing a letter with a blue pen. 
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 Cosine Similarity Calculation over the result provided by the TF-IDF: 

 

Step 1:- Segmentation of sentences is done of the summarized document. 

 

 

Fig.4.11 

Figure 4.13: Document 2 for Proposed Technique 

 

Find TF-IDF value for each using formula:- 1+log frequency* IDF 

Take IDF value= 1 always 

Do not compute value when term frequency = 0 take it as it is i.e. = 0   

 Now calculate the TF-IDF for all sentences 

 

Table 4.9: TF and TF-IDF Values after Summarization 

Term Frequency TF-IDF 

 a b c a b c 

Write 1 0 1 1 0 1 

Pen 1 2 1 1 1.30 1 

Blue 0 1 1 0 1 1 

Letter 0 0 1 0 0 1 

 

   Now apply the cosine formula over TF-IDF values using eqn. 4.4 

    

 

 

 

a)   He is writing with a pen.   

b)  The pen is a blue pen.    

c)   He is writing a letter with a blue pen.  

 

Similarity = cos(ɵ)= 
𝐴.𝐵

||𝐴||||𝐵|| 
=

∑ 𝐴𝑖𝑛
𝑖=1 ×𝐵𝑖

√∑ (𝐴𝑖)2 𝑛
𝑖=1 ×√∑ (𝐵𝑖)2𝑛

𝑖=1

                       (4.4) 
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For example for the sentence   (a):- 

Cos(a,b)= 1*0+1*1.30/√((12
 +12)*(1.302

 + 12 ))= .56 

Cos (a,c)= 1*1+1*1/√((12
 +12)*(12

 +12+ 12 
 ))= .707 

Cos(b,c)=  1*1+1*1.30/√((1.302
 + 12 )*( 12

 +12+ 12 
 )) = .701 

Now from these cos(a,b) and cos(a,c)  are selected from these values sentence (b) and (c) are 

selected . But from cos (b,c) sentence (b ) gets eliminated.  

Hence, the summarized text document consist only sentence (c). Hence, this method provides 

more efficient result as compared to the TF-IDF technique. 

Final summarized text document is: 

 

 

Figure 4.14:  Extracted Novel Sentence  

From the example 2, it has need clear that the proposed technique provides novel sentence as 

compared with general novelty detection using cosine similarity. 

4.7 SUMMARY 

From the above examples, it has been cleared that the technique TF-IDF for text summarization 

may retrieve the same original text document as a summarized document. TFIDF provides poor 

result for text summarization. To overcome this problem, the proposed method has been used the 

cosine similarity function in combination with the TF-IDF technique. Cosine similarity involves 

more number of the document comparison than the proposed Technique and having a more time 

and space complexity. TF-IDF first minimize original document as summarize document and 

reducing the number of sentences. Thus the proposed approach has less number of documents 

comparisons than the cosine approach. 

Hence, it has been concluded from the examples that the proposed technique provided the 

better result to extract novel sentences. 

He is writing a letter with a blue pen. 
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CHAPTER V 

CLUSTERING BASED NOVELTY DETECTION IN TEXT DOCUMENTS 

5.1 INTRODUCTION 

 Novelty detection is a technique used to retrieve relevant and novel information according to the 

user query with less effort. The goal is for the user to quickly get useful information without 

going through a lot of redundant information, which involves more effort and time. This chapter 

proposed a clustering [82] based approach for novelty detection which provides the relevant and 

novel information for the user query. Clustering is a method used to collect the similar 

documents in a cluster. In this approach the incoming stream of documents has been clustered 

using k-means algorithm [83] according to the given query. Then the cluster heads are selected 

from the various clusters having minimum distance with in a cluster. These cluster heads are the 

novel documents from a collection of documents according to the given query.  

 

5.2. PROPOSED METHODOLOGY FOR CLUSTERING BASED NOVELTY          

          DETECTION 

The proposed work used a clustering based approach for novelty detection which provides the 

relevant and novel information to the user query. Firstly the incoming stream of documents 

based on user query related to a given domain clustered using k-means algorithm [84,85,86]. 

User makes a query based on specific domain using search engine and the first thirty retrieved 

results scarped out and store in a file on the disk. These documents are used to make ten clusters 

each containing of similar documents. Based on these clusters one cluster head is selected from 

each cluster which provides ten documents. All of these ten documents having large distance as 

compared to with each other. This provided a list of ten novel documents based on the query. 

The system consists of various modules i.e user, search engine, results retrieved; scarp results 

file storage and finally the novelty detection module. The user can provide the query to the 

search engine interface and the search engine provide the list of retrieved results. Afterward 

these retrieved results are scraped out in a document format and stored on disk as CSV (Comma 

Separated values) file. On this file the novelty detection algorithm based on clustering has been 

applied. The architecture comprises with these modules shown in figure 5.1. 
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Figure 5.1: Architecture for Clustering Based Novelty Detection 

Initially the experiment has been performed on a set of thirty documents related to different 

domains based on the query. Thirty documents read from CSV file that was a clean data. Then 

TF-IDF vectorizer is used to convert in to TF-IDF vectors and trained this by using K-means 

model. The clusters are formed based on the similarity between the documents. The following 

steps are involved in the process of novel documents extraction as follow:  

5.2.1 Collection of Textual Datasets 

At the beginning one hundred and fifty documents were collected which consists of thirty each 

of festival (f1,f2……f30),sports (s1,s2…..s30), technology (t1,t2….t30), politics (p1,p2…..p30) 

and education domains (e1,e2…e30). These documents undergo refinement which is fed to the 

algorithm to obtain clusters containing documents from similar domains.  

5.2.2 Convert documents into Vectors 

A document comprises of countless sentences, so the archive is parts into sentences. The 

sentences comprise of an enormous number of words, and it isn't generally fundamental that each 

word is of significance. Because of which high dimensionality of the record must be decreased 

by handling the report to dispose of additional words to get the heaviness of every one of the 

word to be utilized in the calculation. The conversion of documents into vectors is carried in 

various steps. 

  Results 

 User              

Novelty 

Detection  
 Search 

Engine 

Retrieved 

Results 

 

Scraping 

the results 

File storage 

 CSV format  

Document

s 

 Documents  

Query 
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5.2.2.1 Tokenization 

The processes involve in information retrieval require the words of documents. Tokenization is 

used to identify the meaningful words called tokens. The main use of tokenization is to split the 

sentences into individual tokens. For example ‘Ram is eating apple’ so in this sentence ‘Ram’, is, 

’eating’, and apple’ are the tokens. 

5.2.2.2 Stop-words Removal     

Stop words are much of the time happening, irrelevant words that show up in a data set record, 

article, or a page, and so forth pronoun, qualifier, relational word and so on which are utilized all 

through in the record must be taken out to get appropriate outcome. For example ‘Can Tom 

laughing’ so after removal of stop word can and be it results in Tom, laughing.  

5.3. NOVELTYDETECTION MODULE 

This module helps in finding the novelty of the documents. The document uses to apply the 

algorithm is shown in figure 5.2 

 

Figure 5.2: Document for basic analysis 

Firstly text documents splits in to sentences and each sentence is act as a document like as 

d1,d2,....dn. Then pre-processing the document using tokenization, remove stop words, replace 

tokens by their stems and generate inverse document frequencies vectors on dynamic vector 

space model. Then the system picked up relevant documents for a given query and filter out the 

non-relevant documents in the categorization stage. Finally based on the historical documents, 

the system determined whether the input document is novel or not.   

Figure 5.3 show the algorithm for K-means clustering.  

The algorithm takes the following steps: 

 

 



70 
 

Input: X, K where X=Set of classified instances, K= integer, Output: Set of K 

clusters 

Require X≠ Null, K>0 

 

1. Procedure GenerateClusters 

2. Initialize K random centriods 

3. Repeat 

4.           for all instance i in X do 

5.            shortest ← 0 

6.            membership ← null 

7.                  for all centriod c1 do 

8.                   dist1 ← distance(c1) 

9.                   if dist1 < shortest then 

10.                       shortest ← dist1 

11.                       membership ← c1 

12.                    end if 

13.                    end for 

14.               end for 

15. Recalculate Centriod(c1) 

16. Until convergence 

17. End procedure 

 

 

Figure 5.3: Algorithm for K-means clustering 

Let us assume K=2 and the D5 and D7 are chosen for clusters 

Calculate Euclidean distance using the given equation 

 

 

 
22 )()()],(),,[(tan byaxbayxceDis                                                               (5.1) 
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The distance matrix with term frequency in documents is shown in table 5.1 

Table 5.1: Distance matrix with Term Frequency 

 

Euclidean Distance between D1and D5 is calculated by using equation no. 5.1 

222222222222 )00()10()10()10()10()00()00()00()10()01()01()11(   

011110001110   

= 7  

= 2.67 

Terms/documents D1 D2 D3 D4 D5 D6 D7 

Education 1 1 0 1 1 0 1 

Pillar 1 0 0 0 0 0 0 

Development 1 1 1 0 0 0 1 

Citizen 0 1 0 0 1 0 0 

Nation 0 1 1 1 0 0 1 

India 0 0 1 1 0 0 1 

System 0 0 0 1 0 0 0 

Various 0 0 0 0 1 0 0 

Schemes 0 0 0 0 1 0 0 

Launch 0 0 0 0 1 0 0 

Motivate 0 0 0 0 1 0 0 

Literacy 0 0 0 0 0 1 0 

Increase 0 0 0 0 0 1 0 

Reach 0 0 0 0 0 0 1 

Goal 0 0 0 0 0 0 1 

Definitely 0 0 0 0 0 0 1 
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Similarly,   the distance can be calculated with the other documents.  

The table 5.2 shows the movement of documents D1, D2, D3, D4, D7 move to cluster D7 and 

D5, D6 move to cluster D5 based upon the minimum Euclidean distance: 

 Table 5.2: Movement of Clusters 

Document

  

D5 Cluster D7 Cluster Minimum distance Movement to 

cluster 

 

D1 2.64 2.44 2.44 D7 

D2 2.64 2.23 2.23 D7 

D3 3 2 2 D7 

D4 2.82 2 2 D7 

D5 0 3.31 0 D5 

D6 2.82 3 2.82 D5 

D7 3.31 0 0 D7 

 

The CSV clean data file trained by using K-means [80, 81] model and clusters of documents are 

formed. Then find out the cluster head from K-means model in document format from each 

cluster. These clusters heads from each cluster are having large distance with other cluster head. 

Therefore, the collection of these cluster heads yields the novel documents from a collection of 

thirty documents. 

5.4 IMPLEMENTATION OF CLUSERING BASED NOVELTY DETECTION  

 Initially the experiment has been performed on a set of thirty documents related to different 

domains based on the query. Thirty documents read from CSV file that was a clean data. Then 

TF-IDF vectorizer is used to convert in to TF-IDF vectors and trained this by using K-means 

model. The clusters are formed based on the similarity between the documents. From these 

clusters the cluster head are formed from K-means model in the document format. These clusters 

heads from each cluster are the novel documents from a collection of thirty documents according 
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to the query.The implementation included Anaconda (Python distribution) Jupyter Notebook 

Python 3.6 [90] is a free open source distribution of the Python and R-programming languages. 

The use of this as it  provide support for scientific computing i.e data science, machine learning 

applications, large scale data processing and predictive analytics that aims to simplify package 

management and deployment. It also include the necessary library Numpy for numerical 

calculation, Pandas for opening large file in hard disk, Sklearn for importing  K-means model 

and nltk library to clean data. The steps that are used to execute the algorithms are below:  

Step 1:  Figure. 5.4 used to make a query for Bing search engine.  

 

Figure 5.4: Interface for Bing Search Engine 

When this module is run by pressing on the arrow sign on top left side of the module, it provides 

the interface to make a query. User can make a query in any of domains i.e festival, politics, 

entertainment, sports and education. After making the query for example, ‘holi’ related to 

domain festival the module first scrap the thirty results from Bing search engine by using 

BeautifulSoup method of Jupyter notebook. Then these thirty documents are written in the 

bing_data.csv file with header text data and original data. This file is automatically 

downloadable on the system.    
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Step 2: To open the clustering based novelty detection file and perform the necessary 

refinements with available libraries 

 

Figure 5.5: Module to Train K-Means Model 

 Fig. 5.5 shows that this module is trained with k-means algorithm. Library Sklearn is used to 

train the k-means algorithm. The Tfidfvetorizer is used to get the word features and after 

tokenization the meaningful words called tokens are identified. The main use of tokenization is 

to split the sentences into individual tokens. For example ‘There are readers who prefer learning’ 

so in this sentence ‘there’, are, ’readers’, ’who’, ’prefer’ and learning’ are the tokens. Then using 

sklearn library k-means algorithm has imported to make the cluster based on the results on the 

bing_data CSV file.    

Step 3: The collection of documents contains some unnecessary words due to which 

dimensionality of document increases. Pronoun, adverb, preposition etc. which are used 

throughout in the document has to be removed to get proper result. For example ‘Can listening 

be exhausting’ so after removal of stop word can and be it will results in Listening, exhausting. 

The below screen shot show that the different cluster heads from various clusters have been 

stored in array.  
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Figure 5.6: Array for Cluster head  

Step 4: In this step the novel documents from thirty documents have been  extracted and store in 

file on the disk.. The novel results have been generated by selecting the centriod with minimum 

distance from each cluster. The centriod from each cluster has large distance from the other 

centriod. Therfore, these documents found as novel.   

5.5 RESULT ANALYSIS 

Table 5.3 shows that different queries are fired in different domains on the Bing Search Engine 

Interface.As in the table thirty documents retrieved corresponding to the query ‘holi’, IPL, 

Narender Modi and Pulwama attack.  Result analysis shown below when manually find the novel 

documents based on result retrieved by Bing search engine and proposed approach:  

 



76 
 

Table 5.3: Comparison of Bing search engine with Proposed Approach 

 

Result Analysis 1:  As shown in the table 5.3, figure 5.7 and figure 5.8  that Bing search engine 

give 09 novel documents from 30 documents for query’ holi’ and only 05 novel documents from 

the first 10 documents. On the other hand proposed approach give 09 documents which all are 

novel and filter out the remaining 21 documents out of 30. 

 

  

 

Figure 5.7: Novel documents out of 30 documents 
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Domain for 

Query/keyword 

Bing Search 

Engine 

Retrieved  

Documents 

Bing Search Engine Proposed Approach 

Novel 

documents 

out of  30 

documents  

Novel 

documents in 

first ten 

documents 

Novel 

documents out 

of  30 

documents 

Novel 

documents in 

first ten 

documents 

Festival (Holi) 30 09 05 09 09 

Sports (IPL) 30 07 02 08 08 

Politics(Narender 

Modi) 

30 08 05 09 09 

Police force(Pulwama 

Attack) 

30 09 05 09 09 
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Figure 5.8: Novel documents out of the first 10 documents 

 

Result Analysis 2:  As shown in the table 5.3, figure 5.7 and figure 5.8 above that Bing search 

engine give 07 novel documents from 30 documents for query’ IPL’ and only 02 novel 

documents from the first 10 documents. On the other hand proposed approach give 08 

documents which all are novel and filter out the remaining 22 documents out of 30. 

Result Analysis 3:  As shown in the table 5.3, figure 5.7 and figure 5.8 above that Bing search 

engine give 08 novel documents from 30 documents for query’ narender modi’ and only 05 

novel documents from the first 10 documents. On the other hand proposed approach give 09 

documents which all are novel and filter out the remaining 21 documents out of 30. 

Result Analysis 4:  As shown in the table 5.3, figure 5.7 and figure 5.8 above that Bing search 

engine give 09 novel documents from 30 documents for query’ pulwama attack’ and only 05 

novel documents from the first 10 documents. On the other hand proposed approach give 09 

documents which all are novel and filter out the remaining 21 documents out of 30. 

  

 

0

5

10

15

20

25

30

35

D
o

cu
m

e
n

ts

Query

Bing Search Engine
Retrieved  Documents

Novel documents by Bing
search in first 10
documents

Novel documents in first
10 documents by
Proposed approach



78 
 

5.5.1 Performance Evaluation 

The proposed clustering based approach is compared with Bing search engine in terms of 

Precision, Recall and F-Score are defined as:   

 

 

 

                    

                                             

Table 5.4 lists out the precision, recall and F-score values for keyword similarity for general 

document retrieval and proposed technique:    

Table 5.4: Precision, Recall and F-Score Comparison 

 

The precision, Recall and F-Score plots are shown in Figures 5.9, 5.10 and 5.11 respectively 

Domain for 

Query/keyw

ord 

Count of 

Documents 

Considered 

Bing Search Engine 

Retrieved  Documents 

Proposed Approach 

Precision Recall F-Score Precision Recall F-Score 

Festival 

(Holi) 

30 0.16 0.55 0.24 0.30 0.90 0.45 

Sports (IPL) 30 0.06 0.28 0.09 0.26 0.80 0.39 

Politics(Nar

ender Modi) 

30 0.16 0.62 0.25 0.30 0.90 0.45 

Police 

force(Pulwa

ma Attack) 

30 0.16 0.55 0.13 0.30 0.90 0.45 

𝐹 − 𝑆𝑐𝑜𝑟𝑒 =
(2∗𝑃∗𝑅)

(𝑃+𝑅)
                                                                                                      (5.4) 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑅) =
𝑁𝑜𝑣𝑒𝑙 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 

𝑇𝑜𝑡𝑎𝑙 𝑁𝑜𝑣𝑒𝑙 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑎𝑡𝑎 𝑠𝑒𝑡
                                                                     5.3) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃) =
𝑁𝑜𝑣𝑒𝑙 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠
                                                   (5.2) 
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Figure 5.9: Precision Plot 

 

Figure 5.10: Recall Plot 

 

Figure 5.11: F-Score Plot 
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 From the implementation it has been proved that this proposed method gives proper result in 

lesser amount of time and with better efficiency. The precision, recall and F-measure are also 

high when this algorithm applied on the set of documents as compared with Bing Search Engine. 

So that the proposed approach provides the novel documents based on the given query and filter 

out the redundant documents 

5.6 SUMMARY 

In this work, clustering based approach for novelty detection has been investigated and tested on 

the set of documents. The incoming stream of documents based on the query has been clustered 

using k-means clustering algorithm and then the clusters head are calculated. The cluster heads 

selected form different clusters retrieved novel documents. The work has been compared the 

proposed approach with the results given by Bing Search Engine according to the query in 

different domains. The proposed approach provides the novel documents based on the given 

query and filter out the redundant documents  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



81 
 

CHAPTER VI 

SEMANTIC SIMILARITY AND TEXT SUMMARIZATION 

BASED NOVELTY DETECTION 

 

6.1 INTRODUCTION 

 
Flow web crawlers search the questions at extremely fast, however the issue of curiosity location 

or repetitive data actually endures. It burns-through valuable time and memory of clients looking 

for the new record over the web. 

In this chapter, an innovative novelty detection mechanism is proposed, which can be appended 

with the current web crawlers. The proposed mechanism first summarizes the text, based on 

ontology [72,73], and then from the obtained summary [74], semantic similarity [79] is 

calculated using word net 3.0. The hash value is then calculated using the winnowing [69] 

algorithm. This hash value of the document is matched with others using the Dice coefficient to 

calculate the similarity index. Based on the threshold chosen for similarity, the document is 

treated either as novel or not. This proposed mechanism is implemented using SQL as backend 

and visual studio-2012 as frontend.  

The problems associated with the current search engine and crawlers [78] are as listed below:  

 One issue with a focused crawler [78] is that they miss essential pages by just creeping 

pages that are relied upon to give immediate benefits.  

 The crawlers download numerous unimportant pages that lead to the utilization of system 

transfer speed. They receive pooling technique for the upkeep of freshness of database.  

 The collaborative crawler [78] utilizes the gathering of crawling nodes; it is conceivable that 

several nodes download a similar page many times. Therefore needs to build up a method 

that decreases these cover of pages.  

 The parallel crawler [78] having many crawling methods called C-Proc's. At the point when 

various C-Proc’s are working freely, it is conceivable that more than one may download a 

similar page on many times.   

 To resolve the above said setbacks this chapter introduces a novelty detection technique 

which overcomes the concern of downloading these redundant pages.  
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6.2 GENERIC CRAWLER METHODOLOGY 

 

In this work, firstly, a generic crawler is proposed that takes a query on a specific domain, and 

the crawler results are stored in an indexed database. The database stores the URL of the query 

together with its HTML tags, metadata tags, etc. The URL enter by the admin are stored in the 

dictionary. This method also provides a search interface on which the user can apply a query 

based on a specific domain, stored in the database. When the user types a keyword on the search 

interface, it shows the web pages stored in the database. The retrieved list of web pages may 

contain relevant and redundant results, which is a time-consuming task for the user to read all the 

pages. The architecture of generic crawler shown in figure 6.1:  

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Figure 6.1: Generic Web Crawler Architecture 

 

Fig. 6.2 shows the interface for domain-specific Generic Crawler, which includes website 

category related to education, politics, sports, technology, health, entertainment, travel, and 

zoology. Users can enter the website related topic and website link, as shown in the interface. 
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Then the user clicks on the crawl button, and the generic crawler crawls the web pages based on 

the website URL (Uniform Resource Locator) to store them into the database.   

 

 

 

 

 

 

 

 

 

Figure 6.2: Generic Crawler Novelty Interface 

Figure. 6.3 shows the SQL database, which includes three tables T_Categoty, T_website, and 

T_webpages. The table T_Category includes the website categories i.e., education, politics, 

sports, technology, health, entertainment, travel, and zoology. The T_Website and T_Webpages 

store the website related information together with web pages related information. Upon 

executing the query by select command, the information from the database table is shown in the 

screenshot. The database stores the URL of the query together with its HTML tags, metadata 

tags, etc.  

The indexed database contains the following data set from three different domains: 

 Data set 1: This data set consists of 1634 documents from domain like sports, politics, 

technology and education. 

 Data set 2: This data set consists of 4430 documents from domain like health, 

entrainment, travel and zoology. 

 Data set 3: This data set consists of 4385 documents from domain like science, business, 

world and transport. 
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Figure 6.3: SQL Indexed Database 

 
6.3 PROPOSED CRAWLER METHODOLODY FOR NOVELTY DETECTION 

 
In the proposed methodology, the limitation of a generic crawler that is repeated occurrence of 

the redundant documents is eliminated. The projected method provides the relevant and novel 

results to the user and filters out the redundant ones. This work includes extractive text 

summarization using ontology to calculate the summary of the text document after that the 

Winnowing fingerprint algorithm [93] is applied for similarity calculation and Word Net 3.0 [76] 

for semantic similarity [75,76]. Winnowing calculation is a technique for word comparability 

search in a document by looking at the fingerprint on the document. The algorithm input is the 

text document, which is processed and yield as a hash value. The hash value is then called as the 

unique finger impression, which is utilized to look at the comparability of each document. The 

difference of Winnowing Calculation and another calculation of comparability indicator is in the 

choice procedure of its fingerprint. The consequence of hash value figuring is partitioned into 

window w in which the smallest value will be taken from every window for the document 

fingerprint. The stepwise procedure for proposed mechanism is given below:  
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 Initially the text summarization technique is applied using ontology, which provides the 

relevant sentences.   

 Assume the target text and the original text are  as string s with the length t.  

 N-grams [80, 81] are generated from tokens to obtain documents with fixed-length 

strings.    

 N-grams [82] are further processed for discovering hashes, which are collected in order to 

diminish the size of documents.   

 The strings are reformed to some numeric values called hashes [93]. A suitable similarity 

measure is applied to hashes for similarity determination.  

The architecture of the proposed methodology is shown in figure 6.4: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

Figure 6.4: Proposed Architecture 
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6.3.1. Algorithm for the Proposed Crawler Novelty Detection 

 

Input: URL (source code in S_out), DB-> Data Base 

DB first row say in S_current 

Begin 

Step 1: Fetch source code in S_out 

Step 2: Summarization of fetched data S-out 

Step 3: for each row in DB  

 3.1 Summarization of each row of DB (S_current) 

Step 4: Find the similarity of both summarized data (S_out , S_current)  

Step 5: if (similarity > threshold) 

 5.1 Break the loop and will not compare with any row 

 5.2 Because it already finds a similar row  

        Else Check with another DB row 

Step 6: If it does not find the similar doc in DB, than save a new row i.e. fetched data in  DB.    

End. 

  

6.3.2. Detailed steps for Proposed Crawler Novelty 

In figure 6.5, steps for the ontology-based text summarization are shown. It consists of sentence 

parsing, tokenization, and stop word removal, noun filtering using WorldNet 3.0, word overlap 

calculation and minimization of summarized data using ontology. These steps are explained in 

brief as below:   

 

 

 

 

 

 

 

 

 

 
 

Figure 6.5 Ontology based Text Summarization 

Sentence Parsing 

 Token parsing for each sentence 

 Stop word removal 

 Noun filtering using Word Net 3.0 

 
Overlap value Calculation for each meaningful word 

 
Minimization of Summarized data using Ontology 

 
Summarized data 
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6.3.2.1 Sentence Parsing 

 

A document comprises of countless sentences, so the archive is parts into sentences. The 

sentences comprise of an enormous number of words, and it isn't generally fundamental that each 

word is of significance. Because of which high dimensionality of the record must be decreased 

by handling the report to dispose of additional words to get the heaviness of every one of the 

word to be utilized in the calculation. 

6.3.2.2 Tokenization 

The cycles associated with data recovery require the expressions of documents. Tokenization is 

utilized to distinguish important words called tokens. The essential utilization of tokenization is 

to part the sentences into singular tokens. For instance 'There are perusers who favour learning' 

so in this sentence 'there', are, 'perusers', 'who', 'like' and learning' are the tokens. 

6.3.2.3 Stop-words Removal 

Stop words are much of the time happening, irrelevant words that show up in a data set record, 

article, or a page, and so forth pronoun, qualifier, relational word and so on which are utilized all 

through in the record must be taken out to get appropriate outcome. For instance 'Can listening 

be depleting' so after evacuation of stop word can and be it will brings about Listening, 

debilitating. 

6.3.2.4 Noun Filtering using Word net 3.0  

The sizeable lexical data set is utilized for English language to think about for word likeness. 

The rendition utilized in this examination is Word net 3.0 [76], which has 117,000 equivalent set. 

These equivalent set are called synset. Word net has a way connection between thing and action 

word action word as it were. This relationship is missing for other grammatical feature. 

Example: A Tour is a long excursion on a boat or in a space apparatus 

In the above sentence tour, excursion, boat, and space apparatus are nouns  
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6.3.2.5 Word Overlap Value Calculation   

Subsequent to distinguishing the important words, the overlap [78] values are determined 

between the sentences in the report. Overlap value implies that how much comparative the words 

are in a sentence S1 and sentence S2. Essentially, the overlap is determined for sentence S3, etc. 

Amount of all the cover value speaks to the heaviness of the sentence and high value sentence is 

utilized in the summary. The determined overlap values are organized in diminishing order, and 

the initial three most noteworthy values have been remembered for the summary between two 

documents. 

6.3.2.6 Minimization of Data Using Ontology 

The Ontology is utilized to limit the summed up information further. Ontology of various 

domains for example Sport, Technology, Education and Politics, and so forth are put away in the 

information base table name ontology. Ontology gives a typical jargon of a zone and 

characterizes, at various degrees of convention, the importance of terms and connections 

between them. The connection between token1 to token2 in a specific sentence is given by with 

'is a' connection. The tokens are additionally coordinated with sentence S1 to condemn S2 to 

additionally limiting the summed up information. Subsequently ontology tells about the 

significance of the terms in a specific sentence to additionally summarize the information. The 

last summarized information is gotten after this step on which similarity count to be performed. 

6.4 SIMILARTY CALCULATION OF SUMMARIZED DATA 

N-grams token-based MD5 function, Winnowing fingerprint matching algorithm using dice 

coefficient are used for similarity calculation of the summarized data. The steps are explained in 

brief as below:  

6.4.1 N-Gram Formation 

N-Gram [80,81], development is a cycle of changing over a string into substring. N is utilized for 

speaking to a number and tells the number of words will be picked in one gram. The contribution 

for N-Gram is a pre-handled string, and the estimation of N. N can be 1, 2,.....,n relying on the 

client's necessity. On the off chance that we take N=1, the N-Grams framed are known as 

unigrams. On the off chance that we take N = 2, at that point the grams framed are bigrams. In 
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the event that we take N=3, at that point grams shaped are trigrams, etc. N-grams are the 

continuous succession of N character cut of a string. They can be assessed utilizing N= (p-m+1), 

where p speaks to various letters in the archive and m speaks to the size of N-grams. N-grams are 

produced from tokens after evacuation of spaces as demonstrated as follows: 

For size of N=5.  

Let a string MynameIsHash, 5-Grams got from the string 

Mynam  yname  nameI  ameIs  meIsH  eIsHa  IsHas  sHash 

6.4.2 Hash Conversion 

An ASCII value speaks to each character of gram. It changes over grams into relating hash value 

[93]. Each character is changed over to ASCII value. Hashing is a cycle of transformation of 

grams into short fixed-length value. It is performed on the grounds that it is anything but difficult 

to track down short length value than to locate the original string. The hunt process will include 

and afterward utilizing it to discover a counterpart for a given value. Hashes are shaped to try not 

to overpower calculations. Therefore, require a piece of n grams to be utilized for examination, 

and the n grams are changed over to hash values. 

The equation for hash formation can be given by   

 

  kkkk dmdmdmddkH   )1()2()1( .........21                                                   (6.1) 

                             

In the equation 6.1, ASCII character is denoted by d, m denotes the basis of primes, and k 

represents the value of k-grams.  

The contribution to hash function can be self-assertive, however the output is fixed alluded to as 

n bit. This cycle is the hashing of information. The changed over little values are the 

hexadecimal value to be changed over into decimal. A few hashes are made for each archive 

relating to every n-gram of the document. 
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 6.4.3 Frame Parsing  

It is a method of converting hashes into frames. The input provided contains two parameters. The 

first parameter is the hash value, which is the output of the MD5 method. The second parameter 

is n, which tells the number of hashes to be kept in the frame. In this work, we have taken n as 

'4'. This parsing is done to ensure that minimum value is always available for selection from each 

frame. A function substring is used for providing the value of 'n'. The frames are created 

according to the size of n. The output is stored in an array list. Each frame will contain a value 

that will be used for comparison of two documents. Each frame will contain an equal number of 

hashes in it.  

 

 

 

 

 

 

  

 

 

Figure 6.6: Frame Parsing 

 

6.4.4 Process of Fingerprint Selection 

In the previous phase, frames of equal size were formed. Each frame contains an equal number 

of hashes. For further processing of data, we need to choose a minimum value from each frame. 

All the values in a frame are compared to each other to find the least value. The reason for 

choosing the value as a minimum is that, the least value in one frame is likely to be the least 

value in other frames too. It said that a minimum of 'n' random number is smaller than one 

additional random number. The number of the values selected is much less as compared to the number 

of frames. It makes the document be represented by a small number of values and provides scalability to 

documents. When there are two similar hash values in two frames, then the value in the rightmost frame is 

24 16 20 18 36 45 10 

Frame Parsing (n=4) 

(24, 16, 18, 20) (16, 18, 20, 36) (18, 20, 36, 45) (20, 36, 45, 10) 
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chosen to be the least hash value. These all selected hash values together represent a document. This 

process uses the looping function to select the values on each window and array function to ensure that 

there is no similar value on the array as the result of fingerprint selection. The least hash values selected 

from figure 6.6 are 10 and 16.  

6.5 CALCULATION PROCESS OF DOCUMENT SIMILARITY 

The Dice Coefficient of two sets is a proportion of their convergence and it is scaled by their 

Size (giving the incentive in the reach 0 to 1). It is determined as convergence over association of 

qualities. 

   
𝐷𝑖𝑐𝑒 (𝑋, 𝑌) =

2|𝑋∩𝑌|

|𝑋|+|𝑌|
                                                                                                 (6.2) 

  

Let us take a string likeness measure the coefficient can be determined for two strings X and Y 

as follow 

X= night and Y= nauht, we would find the set of bigrams in each word 

{ni, ig, gh, ht} and {na, au, uh, ht} 

Each set has four elements, and the intersection of these two sets has only one element ht. 

Inserting, these numbers into the formula, we calculate  

 

                                                                                                 (6.3) 

 

This Similarity is compared with a pre-defined threshold if it is greater than the threshold it 

provides that the current web page is similar to the pages already in the database. This page will 

not add to the database.  

25.0
44

1*2



Similarity
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6.6 SIMULATION SET PARAMETERS 

 
The proposed algorithm used similarity calculation that tells whether the new web page added 

into the database depends on a threshold value. By experimenting with similarity values 

calculation, the simulation setup parameter threshold set to be 0.65. If the similarity index is 

higher than this value, the web page does not add to the database because it already exists their; 

otherwise, it will be compared with other rows in the database. The page that is added to the 

database would be novel to other pages or documents into the database. In this way, the database 

will store only the novel pages at the crawling time, and search results always provide the novel 

results to the user query. 

6.6.1 Set up parameters 

The setup parameters are hardware, software and dataset used to perform the experiments.  Table 

6.1 show the setup parameters used to develop the overall experiments.  

Table 6.1: Setup Parameters 

 

Processor Intel i3 , 1.90 GHz processor 

Memory RAM 4.00 GB, HDD 500 GB 

Software Windows 10 Operating System, Microsoft Visual Studio 

2012 (.NET) as front end, SQL server 2012 as a back end 

database. 

 

Data Set 1  

(1634 documents) 
Domain set 1 

Sports 

Politics 

Education 

Technology 

 

Data Set 2  

(4430 documents) 

 

 

Domain set 2 

Health 

Entertainment 

Travel 

Zoology 
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Data Set 3  

(4385 documents) 

 

 

Domain set 3 

Science 

World 

Business 

Transport 

 

6.6.2   Performance Parameters 

To measure the efficacy of the proposed scheme several performance metrics are taken given 

under: 

 Redundancy Removal (RR): It is calculated as the difference between number of pages  

 retrieved by the generic approach and number of pages retrieved by proposed approach. 

 

 

Where, RR is the Redundancy Removal, GANP  is the number of pages retrieved by the 

generic approach, and PANP  is the number of pages retrieved by the proposed approach 

 Memory Overhead(MO):  For calculations of memory overhead number of pages 

retrieved by the generic approach and number of pages retrieved by proposed approach 

multiply by the page size are computed. This is the memory overhead used and is given 

by 

 

 

Where, MO is the Memory overhead, and SP  is the page size in Megabytes. 

 Number of Pages Identified (NPI): This gives the number of pages identified after the 

given search, which are relevant and novel. This is given as 

 

 

SR PNPMO 
                                                                                 (6.5)

 

 

PANPNPI                                                                                            (6.6) 

 

 PAGA NPNPabsRR 
                                                                    (6.4) 
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Where, NPI, is the number of pages identified by the proposed approach, which is same 

as the pages retrieved by the proposed approach 

6.7 IMPLEMENTATION 

The implementation includes the Microsoft Visual Studio 2012 (.NET) as a front end and SQL 

server 2012 as a back end database. The SQL database includes three tables T_Categoty, 

T_website, and T_webpages. The table T_Category includes the website categories i.e., 

education, politics, sports, technology, health, entertainment, travel, and zoology. The T_Website 

and T_Webpages store the website related information together with web pages related 

information. The database stores the URL of the query together with its HTML tags, metadata 

tags, etc. It also includes the table ontology, Senti Dictionary table (Word Net 3.0), and overlap 

table to store ontology together with overlap calculation information. The dictionary contains the 

URLs used by the user to search any query word.  

Figure 6.7 is a Search Engine interface that appears when the user clicks on the search button. 

This interface includes keyword to be search based on the advanced search and field-specific 

search.  

 

Figure 6.7: Search Engine Interface 

 

 

Figure 6.8 showed the search results when the user typed the keyword or topic on the search 

interface to the generic crawler. It shows the results for the keyword 'code,' which already stored 
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in the database for the technology category. This search result is showing the redundant and 

relevant webpage for the given query, which a tedious and time-consuming task for the user to 

read whole documents.  The proposed methodology included the text summarization, syntactic 

similarity, plus semantic similarity to overcome the limitations of the generic crawler. This work 

provides the relevant and novel results to the user's query and filters out the redundant ones.  

 

 

Figure 6.8: List of WebPages for the Query ‘code’ on Generic Crawler Search Interface 

 

 

When the same query as in figure 6.8 runs on the proposed crawler interface as in Figure 6.9, it 

filters out redundant ones and displays only the relevant and novel pages.  
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Figure 6.9: List of WebPages for the Query ‘code’ on Proposed Crawler Search Interface 

 

6.8. RESULTS AND DISCUSSION 

Users can press on the search button after typing any topic or keyword on the search interface 

with the number of pages to be displayed together with ticking on the field-specific search i.e. 

education, sports, and politics, etc.  

6.8.1. Data Set 1: Table 6.2 shows the different queries that executed for different domains on 

the Search Engine Interface of the generic crawler and proposed crawler novelty. The results of 

these queries are stored in the crawler indexed database of the generic method and proposed 

method.   
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Table 6.2: Comparison of Generic Crawler and Proposed Crawler Novelty 

Domain Query 

Generic 

Crawler  

(No. of Pages 

Retrieved) 

Proposed Crawler 

(No. of Novel Pages 

Retrieved) 

Redundant 

Pages 

Sports 

Sports 80 5 75 

Ball 70 3 72 

Boxing 40 2 38 

Cycling 30 1 29 

Politics 

Politics 100 4 96 

Election 60 3 57 

Campaign 40 2 38 

Leadership 40 2 38 

Education 

Education 170 9 161 

YMCA 50 1 49 

University 110 5 105 

Board 140 6 132 

Technology 

Code 344 4 340 

Web 130 8 122 

HTML 130 8 122 

Java 120 6 114 

Total 1654 69 1588 
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Figure 6.10: Comparison of Generic Crawler and Proposed Crawler Novelty Results 

Result Analysis 1:  As shown in table 6.2 and figure 6.10 above that Generic crawler search 

provide 80,70,40 and 30 documents for queries ' sports', 'Ball,' 'boxing,' and 'cycling’ under the 

domain 'Sports', respectively. On the other hand, the proposed approach provides 5, 3, 2, and 1, 

which all are novel and filter out the remaining ones.  

Result Analysis 2:  As shown in table 6.2 and figure 6.10 above that Generic crawler search 

provide 100,60,40 and 40 documents for queries' politics', 'election,' 'campaign,' and 'leadership’ 

under the domain 'Politics', respectively. On the other hand, the proposed approach provides 4, 3, 

2, and 2, which all are novel and filter out the remaining ones.  

Result Analysis 3:  As shown in table 6.2 and figure 6.10 above that Generic crawler search 

provide 170,110,50 and 140 documents for queries' education', 'ymca,' 'university,' and 'board’ 

under the domain 'Education', respectively. On the other hand, the proposed approach provides 

9, 1, 5, and 6, which all are novel and filter out the remaining ones.  

Result Analysis 4:  As shown in table 6.2 and figure 6.10 above that Generic crawler search 

provide 344,130,130 and 120 documents for queries' code', 'web,' 'html,' and ‘java’ under the 

domain 'Technology', respectively. On the other hand, the proposed approach provides 4, 8, 8, 

and 6, which all are novel and filter out the remaining ones.  
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Memory Overhead: As shown in figure 6.11, If a page of size is 5MB, then the generic 

approach memory requirement is 1654*5=8270 MB, and according to the proposed approach, 

the memory requirement is 69*5= 345 MB.  

 

Figure 6.11: Comparison of Memory Overhead 

6.8.2. Data Set 2: Table 6.3 shows the different queries that executed for different domains on 

the Search Engine Interface of the generic crawler and proposed crawler novelty. The results of 

these queries are stored in the crawler indexed database of the generic method and proposed 

method.  

 

Figure 6.12: Comparison of Generic Crawler and Proposed Crawler Novelty Results 
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Table 6.3: Comparison of Generic Crawler and Proposed Crawler Novelty 

Domain Query  

Generic 

Crawler  

(No. of 

Pages 

Retrieved) 

Proposed Crawler  

(No. of Novel Pages 

Retrieved) 

Redundant  

Pages 

Health 

Patient 220 40 180 

Medicine 300 50 250 

Doctor 190 30 160 

Health 390 70 320 

Entertainment 

Movie 120 20 100 

Music 100 20 80 

Comedy 90 20 70 

Entertainment 310 60 250 

Travel 

Tourism 310 50 260 

Travel 500 80 420 

Tour 220 80 140 

Holiday 390 60 330 

Zoology 

Cryptozoology 50 10 40 

Biology 460 60 400 

Zoology 420 60 360 

Animal 360 50 310 

Total 4430 760 3670 

 

 

Result Analysis 1:  As shown in table 6.3 and figure 6.12 above, that Generic crawler search 

provides 220,300,190 and 390 documents for queries' patient', 'medicine', 'doctor,' and ‘health’ 
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under the domain name ‘Health’, respectively. On the other hand, the proposed approach 

provides 40, 50, 30, and 70, which all are novel and filter out the redundant pages.  

Result Analysis 2:  As shown in table 6.3 and figure 6.12 above that Generic crawler search 

provide 120,100,90 and 310 documents for queries’ movie’, ‘music’, ’comedy’, and 

‘entertainment’ under the domain name ‘Entertainment’, respectively. On the other hand 

proposed approach provide 20, 20, 20 and 60 which all are novel and filter out the redundant 

pages. 

Result Analysis 3:  As shown in table 6.3 and figure 6.12 above that Generic crawler search 

provide 310,220,500 and 390 documents for queries’ tourism’, ‘travel’, ’tour’, and ‘holiday’ 

under the domain name 'Travel', respectively. On the other hand, the proposed approach provides 

50, 80, 80, and 60, which all are novel and filter out the redundant pages.  

Result Analysis 4:  As shown in table 6.3 and figure 6.12 above that Generic crawler search 

provide 50,460,420 and 360 documents for queries’ cryptozoology’, ‘biology’, ’zoology’, and 

‘animal’ under the domain name ‘Zoology’, respectively. On the other hand, the proposed 

approach provides 10, 60, 60, and 50, which all are novel and filter out the redundant pages.  

Memory Overhead: As shown in figure 6.13, if a page of size is 5 MB, then the generic 

approach memory overhead is 4430*5= 22150 MB, and according to the proposed approach, the 

memory overhead is 760*5= 3800 MB.  

 

Figure 6.13: Comparison of Memory Overhead 
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6.8.3. Data Set 3: Table 6.4 shows the different queries that executed for different domains on 

the Search Engine Interface of the generic crawler and proposed crawler novelty. The results of 

these queries are stored in the crawler indexed database of the generic method and proposed 

method.  

Table 6.4: Comparison of Generic Crawler and Proposed Crawler Novelty 

Domain Query  

Generic Crawler  

(No. of Pages 

Retrieved) 

Proposed Crawler  

(No. of Novel Pages 

Retrieved) 

Redundant  

Pages 

Science 

Geophysics 130 15 115 

Scientist 100 20 80 

Laboratory 80 10 70 

Laws 160 22 138 

World 

Universe 390 45 345 

Nature 360 38 322 

Society 310 20 290 

People 320 28 292 

Business 

Service 280 39 241 

Merchandise 220 24 196 

Manufacturi

ng 180 30 150 

Partnership 170 25 145 

Transport 

Bus 480 50 430 

Car 430 40 390 

Truck 415 30 385 

Vehicle 360 42 318 

Total 4385 478 3907 
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Figure 6.14: Comparison of Generic Crawler and Proposed Crawler Novelty Results 

 

Result Analysis 1:  As shown in table 6.4 and figure 6.14 above, that Generic crawler search 

provided 130,100,80 and 160 documents for queries’ Geophysics’, ‘Scientist’, ’ Laboratory’, and 

‘Laws’ under the domain name ‘Science’, respectively.  On the other hand, the proposed 

approach provided 15, 20, 10, and 20, which all are novel and filter out the redundant pages.  

Result Analysis 2:  As shown in table 6.4 and figure 6.14 above that Generic crawler search 

provided 390,360,310 and 320 documents for queries’ universe’, ‘nature’, ’society’, and ‘people’ 

under the domain name ‘World’, respectively. On the other hand proposed approach provide 45, 

38, 20 and 28 which all are novel and filter out the redundant pages. 

Result Analysis 3:  As shown in table 6.4 and figure 6.14 above that Generic crawler search 

provided 280, 220, 180, and 170 documents for queries ’service’, ‘merchandise’, 

’manufacturing’, and ‘partnership’ under the domain name ‘Business’, respectively .On the other 

hand, the proposed approach provides 241, 196, 150, and 145, which all are novel and filter out 

the redundant pages.  
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Result Analysis 4:  As shown in table 6.4 and figure 6.14 above that Generic crawler search 

provided 480,430,415 and 360 documents for queries’ bus’, ‘car’, ’truck’, and ‘vehicle’ under 

the domain name ‘Transport’. On the other hand, the proposed approach provides 50, 40, 30, and 

42, which all are novel and filter out the redundant pages.  

Memory Overhead: As shown in figure 6.15, if a page of size is 5 MB, then the generic 

approach memory overhead is 4385*5= 21925 MB, and according to the proposed approach, the 

memory overhead is 478*5= 2390 MB.  

 

 

Figure 6.15: Comparison of Memory Overhead  

From the above results, it has been cleared that this proposed approach provided the novel 

documents for a given query with minimum memory overhead and filtered out the redundant 

documents. 
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6.9   SUMMARY OF RESULTS 

In this chapter a novel technique based on extractive text summarization using ontology, 

semantic similarity using word net 3.0, and similarity calculation using winnowing algorithm is 

proposed. The result after comparison with generic crawler present following inferences: 

 After performing experiments with keywords/query words from different domains the 

proposed work gives least redundant results. The average redundancy is reduced to 88% of 

all the results. 

 Reduced redundancy provides novel results for the prescribe search rather than replicating 

the previous results. This results in effective search effort.  

 Memory requirement for the search results also reduce to large extent. 

 One of the, main feature of this technique is that number of pages identified after the given 

search are very less as compared to generic technique. This results in the elimination of 

repeated occurrence and less memory requirement with less execution time. 

 It is able to provide quality results with user need and trends. 

The next chapter concludes the output of the proposed in this thesis. The future research 

directions are also suggested for further improving the results. 
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CHAPTER VII 

CONCLUSTION AND FUTURE WORK 

7.1 CONCLUSION 

In this thesis the Design of Novelty Detection Techniques for Optimized Search Engine Results 

has been proposed and implemented. After the itemized investigation of existing work on 

Novelty Detection in text documents the specific limitations were distinguished. 

The Proposed work meets the accompanying goals: 

 Redundancy free Database 

 

Redundancy of information both at the hour of crawling and putting away of results in 

the web crawler repository has been eliminated. Hashing based URL examination gives 

quick and simple distinguishing proof of imitated URLs. 

 

 Effortlessness of providing Results 

 

Existing calculations offer inclination to just question keywords for discovering content 

similarity of the website page with entered client demand. Anyway equivalent 

catchphrases or induced words are completely stayed away from which may influence the 

recovery results. The proposed work not just considers equivalent words for a given 

inquiry keywords yet additionally consider all gathered words that are straightforwardly 

and in a roundabout way identified with the keywords. Accordingly client will have the 

option to locate all connected data rapidly and effectively with in less time. 

 

 Relevant and Novel Results 

The proposed techniques utilized in this thesis join content similarity along with semantic 

likeness with the inclinations of domain and sort of site to be visited by the client or user. 

The proposed calculations are consequently proficient to produce results with client need 
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and inclinations. This eventually improves the general quality by giving novel results as 

per the client need. 

 

7.2  ENHANCED PERFORMANCE 

The result after comparison with generic crawler present following inferences: 

 After performing experiments with keywords/query words from different domains the 

 proposed work gives least redundant results. The average redundancy is reduced to 

 88% of all the results. 

 Reduced redundancy provides novel results for the prescribe search rather than 

 replicating the previous results. This results in effective search effort.  

 Memory requirement for the search results also reduce to large extent by quickly 

 identification of duplicate web pages. 

 One of the, main feature of this technique is that number of pages identified after the 

 given search are very less as compared to generic technique. This results in the 

 elimination of repeated occurrence and less memory requirement with less execution 

 time. 

7.3 FUTURE WORK 

This work have been discussed many issues of generic crawler based novelty detection. 

Anyway there are still a few issues that might be investigated in near future. The rundown of a 

portion of the issues is as follow 

 Working with Hidden Web 

The proposed methods are intended to work for website pages having a place with 

general web. These methods might be additionally stretched out to work for hidden 

pages also. 

  Query handling on context based 

Client setting based request might be utilized that will adapt up the need of various 

significance of a word in various context. It might upgrade the nature of results 

dependent on the client need. 
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 Characteristic Language Processing ideas 

The proposed strategies should be reached out by using the automatic question 

suggestion techniques for accomplishing better outcomes. So Natural language 

preparing ideas might be utilized for proposing the client questions to give the proficient 

and novel recovery of web documents. 
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