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ABSTRACT 

In this world of wireless communication, technologies like Wi-Fi, Global Positioning 

Systems (GPS), Radio Frequency Identification (RFID) and Wireless Sensor Networks 

(WSN) play a very important role in lot of applications for the benefit and convenience 

of our society. The biggest advantage of using wireless communication is that it doesn’t 

need any wired connection resulting in flexibility and mobility of the user. 

Radio Frequency Identification (RFID) technology is a type of wireless 

communication-based technology in which automated receiving and sending of the 

information between tags (also called as transponders) and RFID readers is done. RFID 

chips/RFID tags are the small pieces of hardware consisting of an antenna for the 

transmission and reception of the radio signals. RFID are of use only when they are 

read by an interrogator known as RFID reader. It is the communication between reader 

and tag via radio waves which helps in the transferring of tag information stored in its 

memory to the reader as an when it is within the range of the reader. The tag should be 

in the range of reader to exchange the information without any manual intervention. 

There are attached antennas with tag and reader to transfer and receive signals or 

information. Whenever a reader is within required range and it sends appropriate signals 

to an object, the associated RFID chip in the tag, responds by sending whatever data it 

contains. The reader is connected to a centralised computer system which receives and 

stores the response data from the tagged object and use it for further processing. 

Object or people-based tracking systems that use Radio Frequency 

Identification (RFID) have seen increasing usage over the past decade. These systems 

provide an effective tracking solution by leveraging the non–line-of–sight precise 

identification capability of RFID technology, however they still have to overcome a 

number of challenges posed by the nature of technology to improve their reliability and 

accuracy such as uncertain data that leads to location uncertainty.  

Supply-chain process is the popular application in RFID-systems networks. RFID-

enabled supply-chain process consists of all processes included in the flow of tagged 

objects from suppliers to consumer; within the chain of suppliers, manufacturers, 

distributors, retailers and consumers. It is quite a knowledge intensive process with big 
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complexity. Management and coordination of supply chain processes with RFID 

technology can significantly reduce this complexity. 

An outlier is an anomaly or deviation from anything which is normal. Outlier detection 

in RFID-enabled supply chain is process of finding the abnormal or anomalous node in 

the supply chain network. An outlier may be generated because of unusual issues such 

as transport delays, thefts, etc. in the RFID supply chain. 

The thesis work aims to create a full-fledged system for finding and predicting outlier 

points in the RFID enabled supply chain network. The work is divided into three sub-

processes or modules consisting of RFID data collection and cleaning, clustering of 

supply chain trajectories for tracking outlier trajectories and particular outlier nodes and 

predicting the outlier points for future in the trajectory or path in supply chain if outlier 

trajectories or points are given. 

There are certain limitations in the existing work or research done related to different 

sub-processes or modules in the thesis work. Most of the existing work in data cleaning 

uses fixed window sliding protocol due to which there is a trivial problem of fixing up 

the window size for cleaning the false positives, false negatives and duplication in 

reading the tag data by RFID readers. Setting very small window size can result in 

generation of false negatives and setting up a very large window size can result in 

generation of false positives. Some techniques like Kalman filter and bloom filter need 

too much of memory and speed of processing is low. Adaptive window sliding 

detection is the best as it is dynamic window adjustment according to the stream of 

RFID tag data. Window sub-range transition detection method is thoroughly studied for 

all its advantages over other RFID data-cleaning methods and it is also implemented 

and tested for performance analysis with supply chain RFID datasets. It has been used 

for the first time in supply chain domain as per our knowledge. 

Most of works done for anomaly /outlier detection is based on clustering techniques. 

The main reason for it is non-availability of training data. Among the normal data, the 

anomalous node point data is very less. The distance measures generally used are 

Euclidian, Fréchet, edit distance, longest common sub-sequences, especially for 

trajectories but they have the drawbacks of either not taking into account the temporal 

factor into account with lag or lead of the objects due to speed variations or doesn’t 
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work effectively for longer trajectories. Dynamic time warping is another 

similarity/distance measure which works efficiently in case of trajectories of different 

lengths as well as time lags due to speed variations in the objects following the 

trajectories. To cluster the trajectories along with planned trajectories many clustering 

approaches like k means, mean shift, hierarchical clustering, or cell-based partitioning 

is used but they either are not memory efficient, do not work well with longer 

trajectories or cannot cope up with the dynamic and uncertain RFID data stream. 

Furthermore, for the sub-process of predicting outliers using the previous history of 

trajectory data, many techniques like rules-based, matrix-based, hidden Markov model-

based, decision tree-based, neural networks-based are used but they don’t work 

efficiently in case of long length trajectories. 

The literature study gives us the insight for the development of a complete framework 

to find out the outliers in the RFID-enabled supply-chain path. As per our understanding 

and study, till now there is no availability of such system in the mentioned domain. A 

system which can find out outliers with good accuracy with the consideration of long 

path sequences of the trajectories followed by the objects with varying speed and 

acceleration is required. The research work done aims for the same and overcome the 

problems in the existing systems. Scope of research is quite vast as the framework 

designed can be used to find out outliers or anomalies in various applications which are 

RFID enabled. 

Amidst the uncertainty of RFID dataset in supply-chain process, it is very important to 

take care of the abnormal readings and report it to the stakeholders. In our work, we 

aim for creating a full-fledged integrated framework for the complete processing of 

RFID supply-chain data, starting from data cleaning till the prediction of outlier points 

in the path trajectory of RFID-enabled supply chain. Outlier detection in supply-chain 

process can be defined in terms of localization for determining deviation from the 

location, tracking for determining deviation from the complete path or trajectory to be 

followed by the object, logistics for any deviation from the normal flow of products and 

transportation for any failure in the transportation. If any inappropriate quantity of 

product as expected is found during tracking as well as tracing the shipments in supply-

chain process, then these events can also generate alarm for being outliers or 

abnormalities. Tracing shipments could find inappropriate quantity and quality of the 
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product and notify all trading partners in time. The thesis work is related to the 

localization process. 

Our research work includes the cleaning of continuous stream of data being received 

from middleware attached to the RFID readers, then finding abnormal or outlier points 

in the supply-chain path and further using that information of outlier points in the 

supply-chain paths / trajectories as training data for the accurate prediction of outlier 

points using recurrent-based neural networks. Also, the comparative analysis of these 

proposed algorithms with the existing approaches is done. The complete sequence of 

processes can help in the domain of RFID-enabled supply-chain process with correct 

analysis of possible outliers in the complete chain of processes, making it more cost 

effective with better efficiency and manageability. Our research work may give better 

results in case of the scenarios where time lag factor is considered while checking the 

path similarities Also, in case of longer path sequences, the technique known as Long 

Short-Term Memory is going to give more accurate results unlike the other traditional 

techniques like sequential pattern mining or Hidden Markov Models generally used for 

path prediction. 

The complete model follows a layered approach with pre-processing layer implemented 

using existing adaptive window-based cleaning technique for data cleaning which 

reduces number of false positives and false negatives followed by its output taken as 

input to the next layer for finding outlier path by using the clustering techniques on the 

supply chain path or trajectory with the scheduled or planned trajectories. The output 

of the outlier detection layer is the set of outlier nodes found from this layer and this is 

taken as input to the next layer of outlier node prediction using Recurrent Neural 

Network-based approach. 

Our approach uses a density-based clustering technique specially designed for 

trajectory or path data generated by the tagged objects in a supply chain. With the 

modified approach the results showing the outlier paths among the normal ones are 

tremendously better. Further, the output of the novel clustering approach based on 

DBSCAN with Dynamic Time Warping can further help us predict the path followed 

by the tagged objects using Long Short-Term Memory (LSTM) approach for being an 

outlier node or not in the supply-chain path with much better accuracy even for longer 

sequences. 
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CHAPTER 1: INTRODUCTION 

 

In this world of wireless communication, technologies like Wi-Fi, Global Positioning 

Systems (GPS), Radio Frequency Identification (RFID) and Wireless Sensor 

Networks (WSN) play a very important role in lot of applications for the benefit and 

convenience of our society. The most commonly used technology in wireless world is 

radio waves where distance range can vary from few meters as in case of Bluetooth to 

few kilometres as in deep sea communications. The thesis work is mainly focused on 

RFID networks which is based on automatic data capture technology and its one of very 

important application is supply chain management. This technology is actually a fourth-

generation industrial revolution [1]. In RFID enabled supply chain process there are lot 

of possibilities of outliers or anomaly generation due to technical or environmental 

factors and the research work is done to design and implement the complete framework 

for the outlier detection in RFID datasets in supply chain process. 

1.1 INTRODUCTION TO WIRELESS COMMUNICATION 

Wireless communication is a communication through electromagnetic signals which 

are broadcast with the help of any wireless-enabled device within the air, physical 

environment or atmosphere. There is one sender and one receiver to propagate and 

receive wireless signals respectively. A wireless communication bridge is created 

between the sender and the receiver device. So, the biggest advantage of using wireless 

communication is that it doesn’t need any wired connection resulting in flexibility and 

mobility of the user. 

1.2 TYPES OF WIRELESS COMMUNICATION TECHNOLOGIES 

Wireless communication technology can be categorized into various types based on the 

range of communication; kind of devices used as well as the data range. The following 

are the different types of wireless communication technologies. 

• Radio and Television Broadcasting: In this type of wireless data transmission, 

data is transferred with low frequency electromagnetic waves as medium of 

transfer via electric conductor and antenna. 
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• Radar Communication: Radar is used to detect objects by using radio waves for 

measuring the range, angle, or velocity of objects. 

• Satellite communication: The communication is done via radio signals with the 

satellites orbiting around the Earth. 

• Cellular Communication: A type of communication network via cellular network 

or mobile network where the last link is wireless. 

• Global Positioning System: It is a system where dedicated receivers and satellites 

are used to navigate position and read location and speed of the devices on the 

surface of Earth. 

• Wi-Fi: It is a type of wireless communication with access points to manage 

communication. It uses very low power with its usage very commonly seen in lots 

of modern electronic devices like laptops, systems, smart phones, etc. 

• Bluetooth: Bluetooth technology helps transferring and sharing data by connecting 

to a variety of different electronic devices of low power. 

• Radio Frequency Identification: Radio-frequency identification (RFID) uses 

electromagnetic fields for automatic identification of tagged objects by readers. 

The range of detection depends upon the type of tag and antenna used. 

All of these communication technologies have different types of applications and 

architecture but they all have commonality of not having wired connection between 

their respective devices to initiate and execute communication. Our research work is in 

the domain of Radio Frequency Identification (RFID) networks. Though RFID usage 

started in 1940s and it gained momentum in 1970s, but the cost of tags and readers was 

very high at that time which restricted its usage commercially. Now with the decrease 

in the hardware cost, its usage is also increased in various applications. Its use is similar 

to bar code system but with several advantages such as: long service life, big reading 

distance, encrypted tag data, large storage capacity and information easy to be changed 

etc. and above all automated reading without any manual intervention. 

RFID is most commonly used for tracking and monitoring in an automated manner. 

The most popular applications are pet and livestock tracking [2], management of  

inventory [3] and tracking of assets and people [4], managing the logistics in supply 

chain process [5], and tracking of vehicles [6] and even in evaluation of  footprints of 

cattle [7]. There are so many varieties of industries that are turning or shifting to RFID 

https://en.wikipedia.org/wiki/Radio_wave
https://en.wikipedia.org/wiki/Electromagnetic_field
https://searcherp.techtarget.com/definition/inventory-management
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enabled systems e.g. healthcare, manufacturing, retail type of industries and also can 

be used in business and home [8]. Lot of other areas are being explored [101]. 

There is more and more demand on RFID data reliability. According to the survey of 

the "information overload" by internationally-famous consulting company [9], results 

show that more than 90% of the enterprises believe that their information capacity is 

much linked to their competitiveness. So, they must analyse the data to obtain the useful 

information. Even the “exception” data is useful in many regards and because of this 

abnormal or anomalous data should be detected to be further used for analysis. It can 

also give very meaningful abstractions. One of a very important application is the 

supply-chain management process based on the RFID system technology [10]. The 

analysis of the abnormal data is important for the safety and effectiveness of supply 

chain [11].  

Our research work mainly studies the outlier/anomaly-detection scheme of RFID-

enabled supply-chain process based on Electronic Product Code (EPC) network in order 

to provide supply-chain data analysis and assistance for enterprise management 

decision.  

1.3 RFID SYSTEMS 

Radio frequency identification [12] technology is a type of wireless communication-

based technology in which automated receiving and sending of the information between 

tags (also called as transponders) and RFID readers is done. RFID chips/RFID tags are 

the small pieces of hardware consisting of an antenna for the transmission and reception 

of radio signals. 

Each manufactured tag is recognised by a unique serial number known as electronic 

product code. Whenever a tag is read by a reader it is recognised by this unique serial 

number only.  It is generally written on the tag. Its usual size is 96 bits, although other 

sizes are also available depending upon the application. Out of these 96 bits, first 8 bits 

represent the standard protocol for communication, next 28 bits tell about the name of 

the company organisation which is involved in the management of data generated by 

tag. After first 36 bits, next 24 bits give information about the kind of product, the tag 

is attached with.  Last 36 bits represents a serial number which actually give the unique 
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identification to the tag a serial number. Tags come in variety of sizes and due to their 

variety of sizes, they can be easily inserted or attached to the different types of target 

objects depending on the application area. An RFID tag can be either passive or active 

type [13]. Most commonly used tags work in the passive mode. In a passive mode, 

tags don’t have any battery power unlike as in active tags. Instead they do absorb the 

signals transmitted from the reader to set up a connection between the two and 

transforming of information. These radio signals are read and turned into energy 

sufficient for sending back the response to the reader. Passive tags have lower range 

but longer life and less expensive and active tags have higher range but smaller life and 

more expensive. 

RFID are of use only when they are read by an interrogator known as RFID reader. It 

is the communication between reader and tag via radio waves which helps in the 

transferring of tag information stored in its memory to the reader as an when required 

by the reader. The tag should be in the range of reader to exchange the information 

without any manual intervention. There are attached antennas with tag and reader to 

transfer and receive signals or information. Whenever a reader is within required range 

and it sends appropriate signals to an object, the associated RFID chip in the tag, 

responds by sending whatever data it contains. The reader is connected to a centralised 

computer system which receives and stores the response data from the tagged object 

and use it for further processing. RFID systems operate in any of four radio frequency 

ranges like 125 to 134.2 kHz, 13.56 MHz, 856 MHz to 960 MHz and 2.45 GHz 

depending upon the application area or domain. 

In the applications like supply chain, passive tags with ultra-high frequency range (856-

960 MHz) are used. Figure 1.1 shows the interaction between reader, tag and 

middleware system. First RFID triggers a signal then antenna sends a signal to which 

tag responds. Reader recognizes the tag and notifies the middleware PC. After that 

RFID middleware applies local business logic and passes the filtered clean information 

to the asset-management application. 

https://www.lifewire.com/story-of-hertz-megahertz-and-gigahertz-818308
https://www.lifewire.com/story-of-hertz-megahertz-and-gigahertz-818308
https://www.lifewire.com/story-of-hertz-megahertz-and-gigahertz-818308
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Figure 1.1 A Basic RFID System 

 

1.4 RFID IN SUPPLY-CHAIN PROCESS  

Supply-chain process is the popular application in RFID-systems networks. RFID-

enabled supply-chain process [5] consists of all processes included in the flow of tagged 

objects from suppliers to consumer; within the chain of suppliers, manufacturers, 

distributors, retailers and consumers. It is quite a knowledge intensive process with big 

complexity. Management and coordination of supply chain processes with RFID 

technology can significantly reduce this complexity. RFID makes the supply-chain 

process very efficient, cost effective, and reliable and real time updated for better 

planning and monitoring by the administration. Figure 1.2 shows the visualisation of 

supply-chain path. 

 

 

Figure 1.2 Supply-Chain Path 
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1.5 OUTLIERS IN RFID-ENABLED SUPPLY-CHAIN SYSTEM 

An outlier is an anomaly or deviation [14] from anything which is normal. Outlier 

detection in RFID-enabled supply chain [11] is process of finding the abnormal or 

anomalous node in the supply chain network. An outlier may be generated because of 

unusual issues such as transport delays, thefts, etc. in the RFID supply chain. Mainly 

abnormal or outliers in the RFID supply chain process are explained with three ways, 

as described below:  

• Delay of transport - In the supply chain, time of transit and arrival of the 

goods/objects is scheduled and for the products like fresh food materials without 

any preservatives is very important. So, delay in transport can have a derogatory 

effect which should be continuously monitored by the stakeholders to avoid 

significant losses and also know the reasons for delay to improve the system. 

• Theft - Theft of the commodity is another common reason for the abnormal path 

followed by any object which can lead to the outlier or abnormal activity and 

these mostly occur in the time period of goods-packing by suppliers, goods-

unloading by retailers or drivers’ rest. Tracking of goods in the supply-chain 

system in real time, can largely reduce the loss rate.  

• Fake -Inclusion of fake products by counterfeiting in a RFID enabled supply-

chain path is a big problem. Fake products may not follow the pre-scheduled path 

which may lead to anomalous/outlier condition and thus constant monitoring of 

the products throughout the processes of production, circulation, sales and so on 

can help in avoiding the fake. 

The framework for RFID supply-chain outlier detection system, can be explained in 

layered form with three levels:  

• The data collection and pre-processing layer 

• Outlier detection layer  

• Predictive analysis layer.  

Data collection is done at physical level by the reader from the tagged object and 

transferred and saved to the middleware attached to it for further analysis. Depending 

upon range of detection the reader keeps on collecting the data automatically from the 

tag till the time it is in its vicinity. This collected data is in raw form with too much of 
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redundancy due to multiple reads and therefore needs to be pre-processed for removal 

of redundancy, false positives and false negatives. The data pre-processing layer is 

divided into time pre-processing and path pre-processing management. It cleans the 

RFID event data obtained from the EPC network and provides the upper layer with 

clean and useful data by removing the possible false positives, false negatives and 

duplicate values. The outlier detection and analysis layer is the core of the three-layer 

system and uses clustering-based approach to find out the outlier nodes and 

classification approach to predict outlier points. 

1.6 RFID DATASETS AND CHALLENGES 

Taking into the consideration, the possibilities of the anomalies, we need to work on 

the time and location error in readings by the RFID readers in the supply-chain path. 

The scheduled time and location can be pre-fed in the system and then compared with 

the followed path by considering temporal factor also in the path along with the location 

factor. Here temporal factor refers to difference in time of reaching a particular node in 

the supply-chain network due to difference in speed and acceleration. The path followed 

by the tagged objects must be accurate and  any path deviation from the normal must 

be reported. 

An RFID object tracking system consists of a collection of RFID readers at various 

points scanning for tags at periodic intervals. Each reader is referred by some location 

and after reading data from the tagged object, it generates a stream of time ordered 

records in the form (EPC; location; time) where, EPC is a unique “Electronic Product 

Code” associated with tagged object, location is the location of object detection, and 

time is the time of read. As the data read is generated redundantly due to multiple reads 

of the objects by the reader till the time they are in its range, significant data 

compression can be done by merging all the readings for an item that stays at a location 

for a period of time, into a tuple of the form (EPC; location, in_time, out_time) where, 

in_time is the time when the item is identified by EPC entered location, and out_time 

is the time when it leaves from the range of reader. Tag readings are sorted with respect 

to each EPC and a path database is generated, where sequence of locations called 

trajectories traversed by each object is stored. Entries in the path database are of the 
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format (EPC; (l1; in_time1; out_time1) (l2; in_time2; out_time2)….( lk; in_timek; 

out_time k) and a path is given an id. 

Some specific properties of RFID datasets which make them to be handled differently 

from non-RFID datasets are as follows: -  

I. Spatial and Temporal: RFID readers continuously read data from the tags in its 

range and along with the location the time of read is also recorded which makes 

the data temporal. 

II. Inaccuracy of Data: Inaccurate measurements are a major issue in RFID system 

due to false positives which is reading the non-existing tags and false negatives 

which is missing tags in the vicinity of the readers. Such an erroneous data should 

be filtered. 

III. Continuous Streaming: Readers continuously keep on reading the tagged object 

till the time they are in their range in periodic intervals. A tuple/record is 

continuously saved into system connected to reader, whenever it reads a tag in its 

vicinity. The continuous data generation in real time leads to the generation and 

storage of redundant data also which should be filtered and compressed. A lossless-

compression technique is needed to compress such redundant data. 

IV. Granularity: Depending on the applications the level of granularity (size of 

aggregation of items under consideration) for data collection can vary. The 

granularity of data collection can be a single object or object container consisting 

of many objects taken as a single unit. In our research we are taking the granularity 

of single object at a time. 

1.7 PROBLEM DEFINITION 

Amidst the uncertainty of RFID dataset in supply-chain process, it is very important to 

take care of the abnormal readings and report it to the stakeholders. In the domain of 

supply chain management, most of the research work is done in data warehousing, path 

encoding, simulated data cleaning and very few researchers have worked in path 

clustering but not from the point of view of finding outliers. Moreover, the work done 

in the previous research work has not taken into account, the long sequence of paths 

particularly in the supply chain process. In our work we aim for creating a full-fledged 

integrated framework for the complete processing of RFID supply chain data, starting 



 

9 

from data cleaning till the prediction of outlier points in the path trajectory of RFID 

enabled supply chain. As per our literature survey and knowledge gained through the 

study, no attention is paid on outlier detection in supply chain process in particular and 

no complete integrated framework exists which gives a complete solution starting from 

pre-processing till predictive analysis of outlier points in the RFID enabled supply 

chain. Outlier detection in supply-chain process can be defined in terms of localization 

for determining deviation from the particular scheduled location, tracking for 

determining deviation from the complete path or trajectory by an object, checking 

logistics for any deviation from the normal flow of products and analysing 

transportation for any failure in the transportation. If any inappropriate quantity of 

product as expected is found during tracking as well as tracing the shipments in supply 

chain process, then these events should alert the stakeholders for the outliers or 

abnormalities for necessary action. Tracing shipments could find inappropriate quantity 

and quality of the product and notify all trading partners in time. Our work is related to 

the localization process. 

Our research work includes the cleaning of RFID data read by readers from the tags 

and the cleaned data is sent to the middleware systems attached to the RFID readers  for 

finding abnormal or outlier points in the supply-chain path and further using that 

information of outlier points in the supply-chain paths / trajectories as training data for 

the accurate prediction of outlier points using recurrent based neural networks. Also, 

the comparative analysis of the proposed approaches with the existing approaches is 

done. The complete sequence of processes can help in the domain of RFID enabled 

supply-chain process with correct analysis of possible outliers in the complete chain of 

processes, making it more cost effective with better efficiency and manageability. Our 

research work may give better results in case of the scenarios where time lag factor is 

considered while checking the path similarities Also in case of longer path sequences 

the technique known as Long Short Term Memory is going to give more accurate 

results unlike the other traditional techniques like sequential pattern mining or Hidden 

Markov Models [15] which are most commonly used for path prediction. 
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1.8 OBJECTIVES  

The problem of developing outlier detection system in RFID enabled supply chain is 

broken into following objectives: 

• To design a data model for RFID data in supply chain and to perform pre-

processing of data. 

• To develop scheme for outlier detection in RFID-enabled supply-chain path. 

• To perform the predictive analysis of outlier locations in supply-chain path using 

automatic machine learning technique. 

1.9 ORGANIZATION OF THESIS 

The thesis has been organized in six chapters; the descriptions of each of these chapters 

are as follows: 

Chapter 1: It gives the introduction to the wireless RFID networks, RFID in supply-

chain process and its importance in enterprise management and administration. The 

problem definition and objectives of the proposed work are also given in this chapter. 

Chapter 2: It provides the detailed literature survey about techniques related to RFID 

data cleaning, outlier detection/path deviation techniques used in the domain of RFID-

enabled supply chain and predictive analysis of outlier paths/trajectories. It explains 

about the existing problems in the domain related work and the scope of research in the 

discussed domain. 

Chapter 3: This chapter presents the adaptive data cleaning of RFID data sets for 

reduction of false negatives and false positives and elimination of duplicate values to 

finally get cleaned and less redundant data. In this chapter the complete cleaning 

process is explained and the performance analysis is shown with cleaning and without 

cleaning approach.  

Chapter 4: This chapter explains the complete schema of the tables used for managing 

RFID enabled supply chain processes. It shows the complete framework of outlier 

detection with unsupervised approach. A comparative study of different distance 

measures is explained on the basis of different parameters. The design of a novel 

density-based RFID supply chain trajectory outlier detection: TRAJODBSCAN and its 
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implementation is explained along with the comparative analysis with traditional 

approaches of clustering. 

Chapter 5: This chapter explains the various supervised approaches used for the 

predictive analysis of Outlier path in the supply chain process. Most commonly used 

methods predictive analysis of time series data is compared with Long Short-Term 

Memory (LSTM). The discretization of data to is done prior to input formatted for the 

methods. An exhaustive performance analysis among different techniques used along 

with performance tuning of hyper parameters is done with explanation for each. 

Chapter 6: This chapter gives a conclusion and provides guidelines for future work in 

this area. 

1.10 PROPOSED WORK FLOW OF PROCESSES 

The proposed work flow is logically divided into following steps:  

I. Construction of data model for RFID supply-chain data and pre-processing. 

II. Supply-chain trajectories’ outlier detection using a novel density-based clustering 

method TRAJODBSCAN. 

III. Construction of the framework for predictive analysis of outlier path in supply-

chain process. The sequence of processes is as depicted in as shown in Figure 1.3. 

 

 

 

  

Data acquisition & Collection by RFID readers 

Data Pre-processing/cleaning 

Outlier Detection of Trajectory (Deviation from the normal Supply Chain) Path) 

Conversion of pre-processed/Cleaned RFID data into trajectory data  

Predictive Analysis of Outlier Path in Supply-chain Path Trajectories 

                            Figure 1.3 Sequence of Process Flow 

Prediction Outcome of Outlier Path/Node 
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CHAPTER 2: LITERATURE SURVEY 

 

RFID technology has been mostly used in the domain of manufacturing, which includes 

designing of product and process, assembly, planning of materials, controlling quality, 

scheduling the processes, after maintenance, etc. Most of literature studies are related 

to objects tracking and product management in the domain of supply chain but very few 

researchers have worked on the abnormal condition or outlier detection while 

monitoring of RFID tagged objects. Here by abnormal condition or outliers we meant 

any kind of deviation of a node from its normal processing or behaviour. 

Our research is specific to the supply-chain process using RFID system and in that too 

specifically for the abnormality detection in the localisation process in supply-chain 

process. Inaccurate localisation of objects can be due to several reasons like theft, 

counterfeiting, traffic problem, environmental factors like bad weather, road repairing 

etc., vehicle carrying tagged objects is not working and so on. 

2.1. INTRODUCTION 

Supply-chain process enabled with RFID is still in the nascent stage due to challenges 

in shifting from the traditional approach which involves high cost of implementation 

and skills and time required in restructuring. The main reasons for the issues are lack 

of literature availability for the complete makeover from the non-RFID system to RFID 

implementation and its deployment in the current business processes. Improvements in 

supply chain were hindered due to lack of academic research and understanding of the 

technology though it’s now-a-days taking up leap. We hope that this study can further 

develop insight into the challenges and opportunities of RFID and can direct 

academicians for further research on the areas of RFID that are most pertinent to 

practitioners.  

This chapter provides the literature survey about techniques related to RFID data 

cleaning, outlier detection/path deviation techniques used in the domain of 

RFID-enabled supply chain and predictive analysis of outlier paths/trajectories. 



 

14 

As already discussed in previous chapter, RFID is used to keep the track of processes 

and trace the supplies in construction and assembly industries. Ngai et al. [12] studied 

the literature of RFID technology by organising their studies into technological based, 

application based, policy based and security-based categories. Not much of the 

literature was available to study the technology. Overall only 85 research papers were 

available. Their analysis gave useful insights on the anatomical details of the RFID 

literature. As RFID technology matured, so many applications [16] were unleashed to 

exploit inexpensive and highly available automatic identification. A complete 

framework for monitoring the progress using smart objects like RFID along with web 

service technologies in ubiquitous manufacturing had been proposed by Qu et al. [17].  

RFID technology has shown the remarkable improvement in the domain of production 

planning and scheduling [18]. RFID systems do real time coordination and interaction 

among various levels like production level, planning level and scheduling level for 

achieving the lean control of processes in manufacturing [17].Smart manufacturing 

shop floors are created with RFID technology [19]. Supply chain with RFID technology 

has lot of advantages [20]. 

Some works focus on managing and mining RFID stream data. Hector Gonzalez et al. 

have done extensive work in this domain in various aspects. Traditional data 

warehousing multidimensional models won’t fit into RFID datasets due to various 

properties of RFID data as discussed in the previous chapter. A new model for 

warehousing RFID data has been proposed [21] in which object transitions’ 

preservation is considered owing to the temporal feature RFID data. In order to 

represent the transportation of objects FlowGraph method has been proposed [22]. This 

representation can be very effective in the multi-dimensional analysis of flow of 

objects. Easy capturing of the movement of objects and monitoring exceptions in RFID 

flows has been proposed by using compressed probabilistic workflow method [23].  

Elio Masciari [24] has researched on the outlier mining in RFID data stream to find out 

the outliers/anomalous nodes in the supply chain network. This research work used 

discrete Fourier-transform method to check for the similarities among various paths in 

the supply chain. Some research is done in area of mining RFID data. A framework 

called Rule-and-Motif-based anomaly detection has been designed for anomaly 
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detection in moving object [25] but it does not fit well for the data with too much of 

rules as it adds to the complexity.  

Taking the combined data in a supply-chain path which can be taken as a trajectory 

data, a novel partition-and-detect framework [26] for outlier detection of trajectory or 

path followed by the moving object had been proposed in which each trajectory or path 

followed by the object is first split into parts and then checked for similarity using all 

the angles between the distances in trajectory paths. This approach used clustering 

based approach but still didn’t consider the speed variations of the objects in 

trajectories. Our research work has solved this issue though the base is similar to this 

research work. A new trajectory classification method for classifying various 

trajectories in supply chain called TraClass which uses hierarchical region-based 

approach is proposed by the same authors who used partition- and-group -detect 

framework [27] but it is not scalable. 

Sensor network has some typical traits like limitation of resources, easy deployment of 

sensors, multiple hops in the network, massive data generation, and low maintenance 

requirement. Data mining with such traits is also different that way. Under the 

constraints of computational/memory/power limitations, A general probabilistic 

framework which uses supervised learning has been proposed by Ghosh et al. [28] 

considering computational, memory related or power related constraints. The main 

issue with supervised approach is the availability of training data which may not be the 

case in all type of applications. Moreover, we need to see over fitting problem too. One 

more approach which uses Spatio-Temporal Sensor Graphs (STSG) to model and mine 

sensor data for finding anomaly patterns and centralised locations at each time interval, 

has also been proposed [29] but for very long sequences it may not be very effective. 

An adaptive mining framework which can adapt according to changes in data has also 

been proposed by Cook et al. [30]. 

There are several contributions towards data mining from Internet of Things (IoT), our 

main focus is on the one of the very important rudiment of IoT i.e. RFID. As a 

completely new paradigm in the research area, RFID-related applications still lack 

sufficient models and theories for the application of machine learning or data mining 

techniques. In the next section, a detailed study of the existing works done in the 



 

16 

respective areas of sub-processes of the research work is explained along with the 

summarisation for the research gaps. 

2.2. EXISTING WORK IN SUB-PROCESSES OF RESEARCH WORK 

Our research work is defined by three sub processes and according to this, we have 

shown the related work/existing work in these areas. As discussed in the previous 

chapter, our Outlier Detection Framework consists of the three layers: 

I. The Data Pre-Processing Layer: 

It is divided into time pre-processing and path pre-processing management. It cleans 

the RFID event data obtained from the EPC network and providing the upper layer with 

clean and useful data by removing the possible false positives, false negatives and 

duplicate values.  

II. The Outlier Detection and Analysis Layer: 

It is the core of the three-layered system and it uses clustering-based outlier detection 

test in this work. Density based clustering technique is used for finding outlier clusters. 

III. Predictive Analysis of Outlier Nodes: 

Predictive analysis of outlier nodes is done by recurrent-based neural networks, 

specifically Long Short-Term Memory (LSTM) [31]. 

2.2.1 Existing Work Related to Data Cleaning 

RFID data generated by reader as read from tag is quite unreliable and redundant due 

to many external technical as well as environmental factors. Many Methodologies are 

proposed in literature to improve the reliability of RFID data. Work is done on both the 

hardware and the software aspects in a RFID system with respect to cleaning of RFID 

data [12]. Middleware solutions which are software based, refers to the implementation 

of algorithms for the correction of data streams coming through readers before being 

passed to the final database saved in the system for further analysis. There are many 

RFID-middleware solutions [32] [33] which are based on simple filtering techniques 

using fixed temporal sliding window filter to remove false negatives and false positives 
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from RFID data and in these applications the very important thing is setting up of the 

window size for sampling the data and it’s a drawback too. In the dynamic environment, 

it’s not trivial to set up the appropriate smoothing-window size. Here the data generated 

in the environment is the continuous stream of datasets. A balance needs to be 

maintained between the tasks of ensuring completeness for the readings because of 

system unreliability and also ensure full capturing of the dynamics of tag as it moves in 

and out of the detection range of RFID reader. If a window size is selected as large then 

although it ensures the completeness but the system is not able to efficiently detect 

transitions of tags from inside to outside the window or outside to inside the window. 

On the other hand, if a small window size is selected then the system is able to detect 

transitions but it cannot ensure completeness due to missed readings. So if the size of 

window is set as small then it is possibility that some tags may miss being read leading 

to generation of  false negative errors in which the tag is mistakenly assumed to be 

absent while it is actually present and if the size of window is set to very large then it 

can lead to generation of false positive errors as due to interpolation of the readings of 

the tag read by reader some tags which have already exited the detection region are also 

considered to be present and their information in stored by the system. So, in the real-

world scenario experimentally no particular single sized window can consistently 

perform correctly for finding correct tag reads. We have studied and used an adaptive 

window-based approach called as window sub range transition detection algorithm 

(WSTD) [34] which can perform very well even in harsh environment with many 

dynamic changes. This approach also overcomes all the disadvantages of the fixed 

window protocol for filtering RFID data. The decision to use WSTD is based on the 

following literature study of the various techniques being used for the existing scenario. 

Bai, Y, F Wang and P Liu [35] suggested the cleaning of RFID data in raw form into 

semantic application data. The false positive and negative readings as well duplicated 

readings should be filtered before being converted into the semantic form so that they 

can be used in different applications. The authors have proposed several effective 

methods to filter RFID data, for removing noise and eliminating duplicates.  They have 

used sliding window protocol with fixed size and threshold limit for removal of noise 

to be passed as input. In a dynamic environment of RFID data streaming continuously, 

setting up the parameters is quite a difficult task. 
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Gonzalez, H., J. Han and X Shen [36] proposed method based on Bayesian Networks 

which has the advantage of adjusting dynamically based on the probability of the tag 

existence. Due to its dynamism it is called as dynamic Bayesian network this method 

is computationally expensive due to sigma functions and cross-corpora calculations and 

performs very poorly in case the data set used is small. 

Shen, H. and Y. Zhang [37] have used counting bloom filter-based technique known 

as decaying bloom filter. As new tags continuously enter in the sliding windows, the 

old and unused tags are removed. The method used can efficiently detect duplicate 

readings also. The problem with this filter is detection of false positive errors only but 

it cannot handle false negative errors.  

Fan, H., Q.Y. Wu and Y.S. Lin. [38] proposed stream data processing by converting 

the semantic data in different logic rules to monitor the abnormal conditions of the work 

pieces in the manufacturing workshops. Work piece can be analysed based on real time 

processing as well as history-oriented tracking. It works fine for small amount of data 

but doesn’t fit well on large number of datasets. 

Jeffery, Shawn R., Minos Greatlakes, and Michael J. Franklin [39] proposed an 

adaptive smoothing filter which can help in fixing the problems related to fixed window 

sliding protocol to reduce false positive and false negatives. An adaptive smoothing 

filter aggregates the RFID data and interpolates for lost readings. The algorithm known 

as Statistical sMoothing for Unreliable RFid data (SMURF) uses sampling theory and 

cleans the data by taking statistical sample of tag ids of the physical world and thus 

helps in modelling the unreliability of the RFID data readings by the reader. It uses 

binomial sampling and π-estimators; SMURF does the setting of correct window size 

automatically with continuous adaption over the historical and currently observed data 

readings. The effect of this cleaning algorithm is optimal only when the RFID tags 

move at a uniform speed. But in case of high-speed movement of tags in and out of 

readers’ detection range the performance of this algorithm starts decreasing. Many 

variations like VSMURF [40] have been proposed based on SMURF concept. 

Y. Wang, B.-Y. Song, H. Fu, and X.-G. Li [41] proposed a cleaning method KAL-

RFID which is based on Kalman Filter. It is used to find false negative and false positive 

readings as well as solved the problem of delay occurrence in the transition time of tag 
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stream. Kalman Filter update process consists of updating of time and measurement. 

This process needs lot of memory for storing the tags. 

Wang, Y. L., C. Wang and X. H. Jiang. [42] proposed a cleaning method based on 

bloom filter for handling the redundant data generated in the distributed data flow 

environment.  

Massawe, L.V., J.D.M. Kinyua and H. Vermaak [43] proposed an improvement over 

SMURF which is also an adaptive sliding-window based approach known as Window 

Sub Range Transition Detection (WSTD). It can handle environmental variation and 

tag dynamics very efficiently. It can very well adjust the smoothing window size and 

thus can cope up with the changes in the environment which could lead to variations in 

the tag-reader performance. This thesis work cleaning method is based on WSTD for 

supply chain datasets. The existing work and the research gaps are summarised as 

shown in the Table 2.1 below: 

Table 2.1 Summary of Existing Approaches in RFID Data Cleaning 

Sr. 

No. 

Approach Methodology Research Gaps 

1. Bai, Y, F Wang and P 

Liu [35] 

Fixed Window  

Protocol 

Problem in setting window size  

2. Gonzalez, H., J. Han 

and X Shen [36] 

Bayesian 

Networks  

Computationally extensive, 

perform poorly for small datasets 

3. Shen, H. and Y. Zhang 

[37] 

Decaying 

Bloom Filter 

Can’t detect false negative errors 

4. Fan, H., Q.Y. Wu and 

Y.S. Lin. [38] 

Conversion of 

semantic data 

into logical 

rules 

Not efficient for real time data 

processing 
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5. Jeffery, Shawn R., 

Minos Garofalakis, and 

Michael J. Franklin [39] 

Adaptive 

window sliding 

protocol 

In case of high-speed movement 

of tags in and out of readers’ 

detection range the performance 

of this algorithm starts 

decreasing. 

6. Y. Wang, B., Y. Song, 

H. Fu, and X., G. Li [41] 

Kalman Filter Process needs lot of memory for 

storing the tags. 

7. Wang, Y. L., C. Wang 

and X. H. Jiang. [42] 

Based on 

Bloom Filter  

Preprocess redundant data only, 

not false positives and false 

negatives 

 

2.2.2 Existing Work in Outlier Detection of Trajectories in Supply-Chain 

Process  

Outlier detection in RFID enabled supply-chain process requires the study on the 

trajectories identification which are not normal or deviating from the normal path called 

as outliers and to check for the similarity between various trajectories, different 

similarity measures are studied. The dataset formed in the supply-chain process is read 

in terms of trajectory as it contains the component of time and location in a particular 

order as read by the readers at various locations of the supply-chain path.  

In literature, several authors have used many types of techniques [44] like clustering 

[45], classification, sequence pattern matching, probabilistic statistical techniques to 

find out outlier points or set of points from the given set of points. For the clustering 

approaches the training/labelled dataset is not required [46] but for the classification 

[44] there should be the availability of training points which is not available in all kind 

of applications. Any clustering algorithm/technique is based on the concept of finding 

dissimilarity/similarity between the objects to be clustered. The type of objects depends 

on the application being studied. Our research work deals with the trajectories followed 

by objects in the supply-chain path so here the similarities or differences between 
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trajectories are considered and related work is studied. There are many similarity 

measures [47] studied and implemented with each having their own pros and cons.  

Euclidean distance [48] is the most commonly used distance measure with the condition 

of equal length in case of trajectory data [47] but it’s not suitable for the cases in which 

the length of the trajectories are unequal. Also, it does not consider the time lagging 

factor within the path from source to destination. Other similarity measures like 

Hausdorff measure [49], Edit Distance [50], Fréchet Distance [51], Longest Common 

Subsequence [52], Dynamic Time Warping [53] etc. are also proposed for different 

applications. The following section covers the detail of related works in the area of 

trajectory mining as this is the base taken in our research for finding outlier points/nodes 

in the RFID enabled supply-chain network. 

Wang, Haozhou, et al. [47] have done a comparison of various trajectory similarity 

measures. Methods from time series analysis can be applied for the computation of 

trajectory similarity as the structure is same. Methods like Dynamic time warping 

(DTW), Longest Common Sub sequences (LCSS) and Edit Distance are quite 

commonly used methods. DTW, Edit Distance, and LCSS allow flexibility in finding 

match without any requirement of matching points at corresponding times. DTW and 

Fréchet distance measures don’t require exact time correspondence [54]. Time 

correspondence can’t be ignored so simple Euclidian distance measure can’t solve the 

purpose. 

Berndt, D.J. and J. Clifford [53] proposed Dynamic Time Warping (DTW) distance 

measure as the technique to find the similarity between various speech patterns. Later 

this measure is used in the variety of problems in various other domains too. It is based 

on Euclidian distance but with the consideration of lagging or leading time factor over 

the complete path and thus is a solution to the weaknesses of Euclidian distance metrics. 

Due to this approach the time series or sequences which are not in phase locally due to 

temporal factor but are still similar are also taken into consideration. Although the time 

complexity of this approach is quadratic it is still considered an efficient way in terms 

of accuracy of finding similar time series/sequence data and is popularly used in various 

application areas like bioinformatics, medicine, engineering, entertainment etc. 
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Jeung, H, et al [55] proposed a hybrid prediction model to study the trajectory pattern 

being followed so that it can help in estimating status of any node in the trajectory 

network. Oobject’s movements are based on many environmental factors like road 

networks and traffic jams for vehicles, turbulence places for aircraft, and so on which 

makes use of mathematical formulas to represent the patterns followed in a 

path/trajectory, an inefficient way. So, the authors have proposed a novel approach 

which is a combination of Apriori [56] [57] for detecting frequent trajectory patterns 

and DBSCAN [58] for further clustering the sub trajectories. Use of Apriori for 

trajectory patterns however is not very memory efficient due to lot of candidates’ 

generation in the intermediate steps. 

Chun-Hee, L. and C Chin-Wan [59] proposed a path encoding schema using the 

concept of Chinese remainder theorem for the processing of large amount of RFID data 

for supply-chain management. However, with the increasing of the tag numbers in 

system, the storage cost of data and the time cost are not utilized efficiently. 

Masciari, E. [60] proposed asystem called as SMART (Simple Monitoring enterprise 

Activities by RFID Tags) which is based on defining a template for detection of outliers. 

The templates cover all the outlier scenarios and based on them the matching is done to 

find the outliers in RFID data streams. The templates consider sample taken(P), type of 

monitored objects (O) and the attributes (A), the outlier definition by means of a suitable 

function F (P, A, O) → {0, 1}. It is defined like a rule but for too many samples and 

objects this is not going to work efficiently. Scalability is an issue here. 

Fan, H., et al. [38] proposed a model using the concept of a tree based structure path 

spliiting so that it records the movement of the products/tagged objects in trjactory path. 

This tree model finds out any deviation from the normal path and thus can be used to 

find out outliers, but for longer paths, it would increase the time and space complexity. 

Also redesigning of relational schema which can also store path and time information 

is required. 

Hanning C..et al. [61] proposed a novel method based on K means clustering algorithm 

[62]. Sequence of locations and time i.e. spatio-temporal elements are used to construct 

path network. Both K Means and Mean Shift [63] algorithms are compared for 

clustering similar paths and comparatively Mean Shift algorithm performed better but 



 

23 

either these algorithms need the number of clusters to be formed in advance and also 

there is the restriction of the spherical shape of the clusters or they are very slow, it is 

also embarrassingly parallelizable, as each point could be shifted in parallel with every 

other point. 

Liu, X., et al. [64] worked on finding outliers in RFID trajectories by doing spatial 

analysis of the association among various discrete points in the path. Kriging method 

[65] is used for the interpolation of the number of points. Spatial and temporal variation 

in the accuracy of RFID readings is assessed quantitatively for finding or predicting the 

missed information values. It is not effective with large number of discrete points. 

Kwon K., Kang D., Yoon Y., Sohn J.S., Chung I.J. [66] proposed a method called 

Procedure Tree for the mining of the massive data flow generated by tagged objects 

read by readers. The proposed system can perform better as compared to traditional 

systems for the tracking of objects but for longer supply-chain paths its efficiency 

decreases in terms of time and space utilization. 

Huang S.P., Wang D. [11]. proposed distance based and rule-based approaches to 

detect the anomalies like delay in transiting and steal of the packages in the supply-

chain path. The system can provide some help for the enterprise management so as to 

help enterprises to effectively control the information of supply chain. 

The existing work and the research gaps are summarised as shown in the Table 2.2 

below: 

Table 2.2.  Summary of Existing Approaches in RFID Outlier Detection using 

Clustering 

Sr. No. Approach Methodology Research Gaps 

1. Wang, Haozhou, 

et al. [47] 

Study of distance 

measures like 

Euclidian, 

Dynamic Time 

Warping (DTW), 

Longest Common 

Sub Sequences 

Euclidian Distance not 

appropriate approach with 

temporal factor 
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Sr. No. Approach Methodology Research Gaps 

(LCSS), Edit 

Distance 

2. Jeung, H, et al 

[55] 

Hybrid model 

(Apriori + 

DBSCAN)  

Not memory efficient  

3. Chun-Hee, L. and 

C Chin-Wan [59] 

Path Encoding 

Scheme 

Memory and Time inefficient 

with increasing tag numbers 

4. Masciari, E. [60] Rules/template 

creation 

It doesn’t work with high 

scalability 

5. Fan, H., et al. [38] Tree based model It doesn’t work efficiently with 

long sequences of trajectory 

path. 

6. Huang, S.P. and 

D. Wang [11] 

K Means and 

Mean Shift based 

Algorithm 

Forms only spherical clusters 

and not efficient for finding 

outliers or it is too slow and also 

embarrassingly parallelizable, 

as each point could be shifted in 

parallel with every other point. 

7. Liu, X., et al. [64] Kriging Method 

of Interpolation 

It doesn’t work efficiently for 

dynamic system 

8. Kwon K., Kang 

D., Yoon Y., Sohn 

J.S., Chung I.J. 

[66] 

Procedure Tree 

Method 

It doesn’t perform efficiently 

for longer sequences 
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Sr. No. Approach Methodology Research Gaps 

9. Huang S.P., Wang 

D. [11] 

Rule and Distance 

based method 

Too many path sequences lead 

to too many rules generation. It 

is not memory efficient 

 

2.2.3 Existing Work in Predictive Analysis of Outlier Points in the Trajectories 

The concept used in this research is based on the previous information about the 

location e.g. status of any particular node or set of nodes in RFID network paths. It can 

be an outlier point or non-outlier point. location-based prediction as done in the research 

work where every location is confirmed for non-outlier or outlier status. Training data 

is taken as the data generated after applying our proposed TRAJODBSCAN. Finally, 

outlier status is predicted based on the previous points in time series RFID trajectory 

path points. Many location-prediction algorithms are available which can predict the 

next location given the current location. The simplest way to handle this is by using 

speed and direction of movement but it’s not easy in the real-world scenario in which 

the problems like traffic jam, theft, poor weather conditions do exist. As reviewed by 

Giannotti et al. [67] there are many methods for various applications specifically for 

data mining of trajectory. If the previous history data is available about the paths or 

trajectories being followed along with information about the deviation or outlier points 

in the path, prediction of any deviation or outlier path can be predicted. Main focus is 

improving the accuracy of prediction and according to literature available many 

techniques like pattern mining of moving objects [68] and model-based mining [69] are 

most commonly used. Li et al. has worked on the path prediction of [70] based on their 

moving pattern and behaviour. The trajectory data is transformed in form of cell points 

for all the points and mining is done on that format. Yavas et al. [71] also worked on 

frequent pattern mining for path detection or deviation with Apriori algorithm as a base 

algorithm. Locations, which are co-occurring are extracted from the frequent patterns 

generated and analysed. Further Morzy et al. also considered temporal and spatial 

features and developed a modified Prefix-Span algorithm [72].A multi-centre Gaussian 

model is proposed by Cheng et al. [73] for predicting the distance between the various 
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patterns generated but in this method the sequencing or ordering is not considered. A 

hybrid technique based on Hidden Markov Model has been proposed by Mathew et al. 

[74]. Jeung [55] used cell partition-based algorithm to map the trajectory points into 

frequent regions but again the prediction accuracy here is constrained by the granularity 

of the cells.  

Sequence mining gained popularity and use of neural networks became the favourites 

for many researchers. Recurrent Neural Networks (RNN) [75] are very popularly used 

for time series data in wide areas of applications in the sequence mining [76]. In 

recurrent neural networks each layer actually represents each time step in the series of 

timestamp values. They are first kind of networks with internal memory and due to this 

reason, they are the most suitable ones for sequential data where previous steps need to 

be memorised. Liu et al. [64] extended traditional RNN spatial and temporal contexts 

to predict the spatio-temporal data. For small sequences or trajectories, RNN gives good 

results but when the length of the trajectory is very long, even more than twenty steps, 

the problem of vanishing and exploding gradients comes in and can’t be handled by 

RNN.  

We hypothesize that Long Short-Term Memory (LSTM) [31] may be the solution to 

this problem. LSTM uses the memory blocks in any of the layers and thus remembering 

the context and value for much older than recent previous history. Specifically, LSTM-

based architecture is used for our outlier point’s prediction in the supply-chain path. 

This concept has been used in this domain for the first time as per our knowledge. The 

related work as studied by us in the existing literature is discussed as follows: 

Yavas G. Katsaros, D. Ulusoy O. Manolopoulos, Y. [71]. proposed a three-layered 

approach for the path prediction of users on personal communication network which is 

divided in the form of cells. In the first layer, the mobility patterns of the user are 

processed on the basis of the historical data of user trajectories. In the second layer, 

patterns are extracted in form of rules based on the mobility of users and in the third 

and final layer; the rules generated in the previous layers are used to predict the path in 

the communication network for the users. The Mobility rule-based prediction method 

is also compared with Mobility Prediction based on Transition Matrix (TM) which 

takes on the historical data and Ignorant Prediction method which does not take 
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historical data. The accuracy of the proposed method is better but it takes toll on the 

memory requirements of the process. 

Morzy M. [72] proposed movement rules method for finding frequent patterns in 

trajectories. Any trajectory followed by a moving object is compared against the saved 

movement rules and a probabilistic model to locate the objects in a path/trajectory is 

used. Proposed algorithm gives reasonably good prediction accuracy (80%). With the 

increasing network of trajectories, the proposed system can become very complex and 

with too many rules generation, the memory requirements would also be very high. 

Also matching with the rules will require higher processing time. 

Cheng C., Yang H. King, I., Lyu M.R. [73] proposed a model based on matrix 

factorization method to find out the probability of check in by the user on any location 

in the path of the network. A framework with matrix factorization as well as social 

information of the user is used to demonstrate that the fused matrix factorization 

framework with multi Gaussian method uses the distance information and helps in the 

predicting the patterns of user check- ins in a particular network environment. 

Generation of matrix, though, is a high memory requirement process. 

Jeung, H. Shen, H.T. Zhou, X. [55] proposed a novel approach which overcomes the 

problems associated with issues related to cell partitioning based processing. They 

explain the association between the frequent regions and the partitioned cells by using 

trajectory pattern models based on hidden Markov process. With the proposed 

approach, the movement of any object is defined by the partitioned cells structure but 

the trajectory patterns used by the objects are defined by the frequent regions being 

followed by reading those cells. Deciding the granularity level of the cells is a problem. 

Moreover, this approach doesn’t work well with longer trajectory paths. 

Mathew W., Raposo R., Martins B. [74] proposed a representation learning method 

based on Hidden Markov Model (HMM) approach for Location-Based Social 

Networks, to be used for location recommendation and link prediction. The method 

helped in removing the drawbacks of the existing methods which focus only on 

topology patterns but not the sequences of check-ins. So, the approach works well in 

dynamic environment with hierarchical network. This approach however doesn’t work 

well for longer sequences in a trajectory or path. 
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Kim, Moon-Chan, et al [77]. proposed a fuzzy cognitive map model. The weight matrix 

uses genetic algorithm with previous states data based on which the analysis of next 

state is done. It also took care of sudden change in the state and the cause for it base on 

the previous state data. The problem with this approach is that it does perform 

efficiently for very long paths or trajectory.  

Graves, A. Mohamed, G. Hinton [78] studied about Recurrent Neural Networks 

(RNNs) for sequential data. The authors investigate deep recurrent neural networks and 

concluded RNN performance degrades with the increase in sequence path length.  

The existing work and the research gaps are summarised as shown in the Table 2.3. 

below: 

Table 2.3.  Summary of Existing Approaches in Predictive Analysis using 

Classification 

2.2 LIMITATIONS OF EXISTING RESEARCH 

There are certain limitations in the existing work or research done in the different sub-

processes’ domain. Specific to the application RFID enabled supply chain and 

Sr. No. Approach Methodology Research Gaps 

1. Yavas G. Katsaros, D. 

Ulusoy O. 

Manolopoulos, Y. [71] 

Rules based Memory inefficient and 

high time processing 

requirements 

2. Morzy M. [72] Rules based Memory inefficient and 

high time processing 

requirements 

3. Cheng C., Yang H. 

King, I., Lyu M.R. [73] 

Factorization 

matrix 

Memory inefficient 

4. Jeung, H. Shen, H.T. 

Zhou, X. [55] 

Hidden Markov 

Model based 

It doesn’t work efficiently 

with very long trajectory 

paths 

5. Mathew W., Raposo 

R., Martins B. [74] 

Hidden Markov 

Model based 

It doesn’t work efficiently 

with very long trajectory 

paths 

6. Kim, Moon-Chan, et al 

[77] 

Fuzzy Cognitive 

Networks with 

Genetic 

Algorithm 

It doesn’t work efficiently 

with very long trajectory 

paths 
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processing and analysis of the data generated, not much of the literature is available. 

The related works are studied for similar kind of applications and data generated in 

RFID stream like traffic trajectories, healthcare applications, human trajectories etc. 

Here trajectory refers to the node’s points combined to form a supply-chain path or any 

type of path depending upon the application. 

The following conclusions are drawn after going through the complete study of existing 

literature on sub processes used in our research work i.e. data cleaning, outlier detection 

using clustering approach and predictive analysis of path points in a trajectory.  

Most of the existing work in data cleaning uses fixed window sliding protocol due to 

which there is a trivial problem of fixing up the window size for cleaning the false 

positives, false negatives and duplication in reading the tag data by RFID readers. 

Setting very small window size can result in generation of false negatives and setting 

up a very large window size can result in generation of false positives. Some techniques 

like Kalman filter and bloom filter need too much of memory and speed of processing 

is low. Adaptive window sliding detection is the best as it is dynamic window 

adjustment according to the stream of RFID tag data. 

Most of works done for anomaly /outlier detection is based on clustering techniques. 

The main reason for it is non-availability of training data. Among the normal data the 

anomalous node point data is very less. The distance measures generally used are 

Euclidian, Fréchet, edit distance, longest common sub sequences, especially for 

trajectories but they have the drawbacks of either not taking into account the temporal 

factor into account with lag or lead of the objects due to speed variations or doesn’t 

work effectively for longer trajectories. Dynamic Time Warping is another similarity 

/distance measure which has a drawback of high complexity but works efficiently in 

case of trajectories of different lengths as well as time lags due to speed variations in 

the objects following the trajectories. To cluster the trajectories along with planned 

trajectories many clustering approaches like k means, mean shift, hierarchical 

clustering, cell-based partitioning is used but they either are not memory efficient, 

doesn’t work well with longer trajectories or can’t cope up with the dynamic and 

uncertain RFID data stream. Further for the sub process of predicting outliers using the 

previous history of trajectory data, many techniques like rules based, matrix based, 



 

30 

hidden Markov model based, decision tree based, neural networks based are used but 

they don’t work efficiently in case of long length trajectories. 

2.3 SCOPE OF RESEARCH 

The literature study gives us the insight for the development of a complete framework 

to find out the outliers in the RFID enabled supply-chain path. As per our understanding 

and study till now there is no availability of such system in the mention domain. A 

system which can find out outliers with good accuracy with the consideration of long 

path sequences of the trajectories followed by the objects with varying speed and 

acceleration is required. The research work done aims for the same and overcome the 

problems in the existing systems. Scope of research is quite vast as the framework 

designed can be used to find out outliers or anomalies in various applications which are 

RFID enabled. Apart from outlier detection of RFID supply chain datasets, they can 

also be used in RFID path deviation detection, RFID enabled healthcare process, RFID 

enabled toll process, RFID enabled car parking, RFID enabled tracking of things and 

so on. 
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CHAPTER 3: ADAPTIVE DATA CLEANING FOR RFID 

DATASETS 

 

RFID data in raw form contains many errors and is not cleaned enough to be used in 

analysis. The uncleaned data, if used for further analysis can give wrong interpretation 

and analysis, so it must be taken care of in the beginning itself. This is called pre-

processing step before the data is actually used for processing based on the analytical 

requirements and model generation and its evaluation in the process of its data mining. 

3.1 INTRODUCTION 

Before any kind of processing of data is carried out, cleaning of same raw RFID data is 

an absolute must. The data generated by RFID tags is further read by RFID readers 

consists of many false negatives, false positives and it is redundant too. Here false 

negatives mean the missed information about the tags which were actually in the 

vicinity of the RFID readers but could not be recorded.   False positives which are 

actually side effects of false negatives due to interpolation, are the readings recorded 

by the readers which are actually not present in the range of readers. Redundant data is 

duplicated readings due to multiple readings of the same tag ids by readers till the time 

they are in their vicinity. This chapter focuses on the pre-processing stage of the datasets 

generated in the RFID-enabled supply chain process and it mainly explains the cleaning 

process of RFID data. It starts with the basic introduction of the various ways discussed 

in the literature and then the technique used by us in our research work. Performance 

analysis is also done with the use of adaptive window-based technique for reducing 

false positives, false negatives and redundant data generated. 

The literature survey done for the data cleaning of RFID data shows that most of the 

data cleaning techniques are based on fixed-size window sliding algorithm. Now here 

window size means the width of time duration set for reading of the tags by reader. 

Here the size of time window for the collection of data is fixed. It is a parametric 

approach and fixing of window is not easy. It depends on the analysis of the historical 

data. The biggest disadvantage of fixing the window size is either missing of false 

negatives, if the window size is set very less or missing of false positives, if the window 

size is fixed to be very large [35] [33] [66]. So, setting up optimal size is a very critical 
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task. False positives are basically the byproducts of cleaning of false negatives due to 

interpolation of missed readings in big window size. Considering the above problems 

in setting the fixed temporal window size, the adaptive window-based technique is 

followed in this thesis work. 

The technique is used along with some of the concepts of Statistical Smoothing for 

Unreliable RFID data (SMURF) [39] but with a greatly enhanced transition-detection 

mechanism as SMURF is not effective when data stream is unstable. The result has 

been evaluated on RFID data stream which takes at least 75 samples on an average, 

automatically as it is adaptive window-based technique where the size of the window 

of reading is not fixed but set automatically according to the continuity of the data 

stream using probability distribution concepts. The results of implementation of WSTD 

technique in MATLAB are showing WSTD approach deals with RFID with good 

accuracy avoiding the drawbacks of fixed sliding window protocol. 

In RFID Middleware, the most popular techniques for RFID data cleaning for reducing 

number of false positives and false negatives are based on sliding window filters. 

Sliding window means the time frame of the readings that moves with time. The 

readings which are missed by reader but are expected to be read are recovered by the 

process of interpolation. Using the aggregate function such as count can help in removal 

of anomalous readings. Window is described at a particular time instant by some time 

interval e.g. at one point of time the time coordinate of window size is from t1 to 

t1+window_size and after d interval of time, the boundaries of window becomes t1+d 

and t1+window_size+d. and it goes on like this. It has starting time and end time with 

some gap of time which is called width of the window. In fixed size this width is 

constant but it keeps on varying in adaptive window-based method so that there is the 

minimum occurrence of false positives as well as false negatives. The readings as read 

by readers from the tag are datasets of the format: reader_id, tag_id, timestamp). Here 

the timestamp is epoch time in absolutely raw form which is the value of number of 

seconds passed since 1st January 1970 and it can be easily mapped to date, hours, 

minutes and seconds combination and as the time frame moves, the value of the 

readings of the previous time frame gets expired. Same reader is analysed for the sliding 

process and false negatives as well as false positives are cleaned with the setting of 

appropriate window size. In our research work, we have used adaptive setting up of 
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window size and this adaptive data cleaning used by is known as Window Sub-Range 

Transition Detection (WSTD) [43]. WSTD has the ability to automatically set the 

window size according to the data samples varying due to the fluctuations in tag-reader 

performance factoring the environment conditions. The transition points from inside 

the window to outside it for a tag are detected accurately as compared to other filtering 

algorithms. 

3.2 RFID DATA CLEANING SYSTEM 

RFID data cleaning system is typically categorised into three types: 

I. Physical Solutions 

II. Middleware Solutions  

III. Deferred Solutions 

In physical solutions [79], the hardware components associated with the RFID systems 

are checked upon and deployed till the major improvement is seen in reducing errors 

e.g. number of readers, changing the orientation of the antenna, range of antenna and 

so on. 

In the middleware solutions, the RFID stream read by the reader is first corrected for 

errors before passing it further by the systems attached to the readers for further 

analysis. In this thesis work middleware solution specifically, time window based 

smoothing method is used.  

In case of deferred solutions [80], correction of errors is done after the reader passes 

RFID data with errors to the applications via middleware systems attached to the 

readers. Within the application there are intelligent techniques to correct the data for 

errors. 

The most commonly used middleware solution uses concept of temporal-based window 

sliding protocol where the time window is set for reading the RFID data. Now the 

setting of window size can be static or adaptive. The aim is to reduce the chance of 

missed/dropped readings by giving the tag a chance to be read by the reader within its 

respective time window. Sliding window essentially interpolates lost readings from 

each tag within the respective time window. 
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Smoothing window size needs to ensure that all the tags present in the reader’s detection 

range are read and should be able to detect the dynamics of tag i.e. accurately 

identifying the in and out of tag from the reader’s range. So, setting a fixed window is 

not easy and reliable. 

Adaptive window sliding algorithm which sets up the window size automatically based 

on the observed readings over a lifetime of the system is better way. The main challenge 

for this scheme is to differentiate between the states when there are missed readings 

and when tag can’t be read due to its not being in the vicinity/range of the reader. 

Existing adaptive window-based approaches like SMURF [39] and its enhancement 

WSTD [43] used approaches based on statistical sampling of RFID data streams and 

according analysing the setup of window size. There are other variations of SMURF 

like VSMURF [81] but the basic concept followed by all the variations is same. WSTD 

approach is better if the tags’ stream is too dynamic [43]. 

3.3 RFID DETECTION MODEL 

Readers have some range of detection. Up to some distance the signal is strong enough 

to be called as strong detection region and after that distance tag is read but signals 

starts attenuating and that region is called as weak detection region. The tag can’t be 

read at all beyond weak detection region. From strong to weak region the transition 

state of the tag starts in and out of time window as shown in Figure 3.1. 

 

 

 high 

 

Read Rate 

 

low                                         Distance from the reader  

Figure 3.1 Reader-Detection Model 
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The observed inflow and outflow of the RFID tags in the range of the reader at the 

particular time frame is used to detect any significant statistical changes for fixing up 

the size of smoothing window automatically. Smoothing window is based on the 

completeness requirements and signals transition. In the strong detection range, up to 

95 percentage of detection rate is there. Beyond weak detection range there is no 

detection of any tag by the readers. 

3.4 WINDOW SUB-RANGE TRANSITION DETECTION ALGORITHM 

(WSTD) 

Window Sub-Range Transition Detection Algorithm is based on probabilistic sample 

observation of the tags read by the reader within a particular time frame and then doing 

the statistical analysis of the outcome probabilities of read, to set up the size of the 

temporal window such that generation of false positives and false negative readings is 

reduced as much as possible. The RFID readings actually observed are treated as 

samples of all the tags in the physical world, generated randomly. There are many 

missed readings also due to various environmental or external factors due to which only 

a portion of the complete population of tags are observed and stored. Output is finding 

the adaptive window size after repeated random sampling trials for multiple epochs. An 

epoch refers to the unit of time taken by one read cycle by RFID reader. Following 

section explains the whole concept and steps used in adaptive window sliding 

technique: Window Sub-Range-Detection Technique. 

Let the sample space consisting of complete population of tags is denoted as Mt at a 

particular epoch say t. The size of the population is unknown. A sample Ot   is the subset 

of the population with values ranging from 1 to Mt   during that epoch. Now the 

probability of picking of random sample is not equal. The probability of any ith   tag 

being selected at particular epoch t is calculated as the number of read requests per 

number of responses by the readers. It is denoted by Pi,,t. Equation 3.1 explains the 

calculation below: 

𝑷𝒊,𝒕 =
𝑻𝒐𝒕𝒂𝒍 𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒓𝒆𝒔𝒑𝒐𝒏𝒔𝒆𝒔

𝑻𝒐𝒕𝒂𝒍 𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒓𝒆𝒒𝒖𝒆𝒔𝒕𝒔
                                                                                  (3.1) 

Here each epoch is explained as an independent Bernoulli trial with successful 

observations of tag i in the time window. Wi  is the time window  with  ni  epochs i.e. 
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Wi = (t – ni , t).The binomial distribution with the probability of the success  Pi,t of the  

tag being read by the reader  is expressed as  Binom (ni, Pi,t).If the tag probabilities as 

expressed in equation 3.2 are assumed to be relatively homogeneous then if the average 

of the probabilities is taken, it will give an estimate of the actual probability of tag i 

within the window Wi . So, the following equation 3.2 defines the average read rate of 

the tags over the observations read cycles or epochs 

𝐏 𝐢𝐚𝐯𝐠 =
𝟏

|𝐎𝐢|
∗   ∑ 𝑷𝒊,𝒕𝒕∈𝑶𝒊

                                                                                            (3.2) 

Also, Oi   can be seen as binomial sample of epochs in Wi i.e. a Bernoulli Trial 

Probability Pi
avg   for success and |Oi| as a binomial random variable with binomial 

distribution Binom (ni, 𝐏 𝐢𝐚𝐯𝐠). Hence, from standard-probability theory, the expected 

value and variance of Oi is given as shown in equation (3.3) and equation (3.4) 

𝑬𝒙𝒑𝒆𝒄𝒕𝒆𝒅[|𝑶𝒊|] = 𝒏𝒊 ∗ 𝑷 𝑖𝑎𝑣𝑔                                                                                   (3.3) 

Variance[|𝑶𝒊|] = 𝒏𝒊*𝑷 𝒊𝒂𝒗𝒈*(1-𝑷 𝒊𝒂𝒗𝒈)                                                                       (3.4) 

The sampling model explained above ensures that the size of window would be set in a 

way as to ensure sufficient read cycles in the window frame say Wi for any tag say i can 

be read based on the reads which are confirmed by the reader. Equation 3.5 explains 

that the number of read cycles fixed to ensure that tag i is read within the window Wi 

will have probability greater than (1-  𝜹 ) . Here, 𝜹 refers to required completeness 

confidence. Now here completeness means stay of tag during the reading time in the 

time window while being read.  We have set the completeness confidence to 0.1. Each 

epoch (reading cycle) is about 0.2-.25 secs [82]. 

𝒏𝒊 ≥ [
𝟏

𝑷𝒊𝒂𝒗𝒈
∗ (𝐥𝐧

𝟏

𝜹
)]                                                                                               (3.5) 

In order to maintain a balance between capturing tag dynamics and also guaranteeing 

completeness, the WSTD algorithm uses some very simple rules along with statistical 

analysis of the underlying data stream to adaptively modify the cleaning-window size. 

If the number of readings which are actually observed are less than the readings which 

are expected to be read within that time frame then it means there is in and out of range 

transition within the window and there is big variation in the observations of tags. It 
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can be very well explained using Central Limit Theorem. Equation 3.6 explains the 

concept as shown below: 

| | Oi | - ni  Pi
avg  | > 2*√  ni  Pi

avg   (1- Pi
avg )                                                             (3.6) 

Window size is additively reduced incrementally by two epochs in every loop such than 

number of tags which are recorded read but are not actually present due to wrong 

transition detection within the window time frame, can be reduced. The window is 

divided into two halves. In the first half the range of detection is maximum and during 

second half the tag will be moving out of the area of detection. Second half of the 

window starting from mid half is checked for the probability of tag detection and if a 

tag detection is showing consistent fall in the probability then it can be concluded that 

the tag is moving out of the window and detection range. 

In case the number of samples as expected to be detected, are less than the actual 

number of samples detected then there are chances of false negatives and the size of the 

sliding time window should be increased. It actually means that the detection 

probability which is defined as the average of the probability Pi
avg   is less than expected, 

increase in window size will help in detection of missed readings and reduction of false 

negatives. This is how window size is adjusted adaptively. When the observed readings 

are as expected are greater than or equal to the sample size actually detected then size 

of window remains as it is. There is no need to change the window size.  

Steps of WSTD 

The detailed steps in form of pseudo code of WSTD per tag-cleaning algorithm are 

given in the following Figure 3.2. 

1. Input:         O=A complete set of all observed tag ID 

2. δ=required completeness confidence 

3. Output:        T=set of all present tag IDs 

/* window size is set to one epoch initially*/ 

4. for all i belongs to T, ni   ‹— 1   

5. While (getNextEpoch) do 

6. For (i in T) 

      /*Process window estimate the value of parameters P iavg and Oi*/ 
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7. Process window (Wi) —›Pi,t, P iavg, |Oi|  

8. if (tagidExist (|Oi|) 

9. Output i 

10. end if 

       /* set up the required window size based on the required completeness confidence and 

       average probability. */ 

11. ni* ‹—required_WindowSize (P iavg,δ) 

/*Window is split into two halves and then check for the presence of tag in first in first 

half and then in second half and accordingly increase or decrease the size of window 

to ensure completeness as well as detection of in and out movement of the tag from the 

window. */ 

12. existingtag movementdetection (Pi,t) 

/*checking if the tag exists in the second half of the window i.e. When the tag is exiting 

the detection range. If it’s not detected then the size of window is reduced to half to 

reduce false positive readings. */ 

13. if (existingtag and |O2i| =0) 

14. nimax(min(ni/2,ni*),3) // 3 is the set as the min. window size 

15. else if (detect_transition (|Oi|, ni, P iavg)) 

/*In case tag transition detection is seen, window size is reduced to 2 iteratively 

as it is sufficient to detect tag readings or else it can result in false positives. */ 

16. nimax((ni-2),3) 

/*Reduction in false negatives is ensured by incrementally increasing the size 

of the window by two, if the computed size of the window size is more than the 

current size of the window and expected number of observation samples are 

less than the actual number of observed samples */ 

17. else if((ni*>ni) and |Oi|<ni* P iavg) 

18. nimin (ni+2, ni*) 

19. end if 

20. end for 

21. end while 

Figure 3.2 Detailed Steps of WSTD 

 

Figure 3.2 is a depiction of the WSTD per-tag-cleaning algorithm for removing false 

positives and false negatives while reading of tags by the readers in RFID system. The 

duplicate readings are handled by using hash table and saving only unique tag ids from 
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the particular epoch. Use of hash tables gives faster indexing and searching of the 

existing stored values.  

The above algorithm helps in setting the time window and also average number of 

samples of tags for various epochs and window frames can be observed.  

3.5 EVALUATION RESULTS USING WINDOW SUB-RANGE DETECTION  

In our experiments, we used a maximum read rate of 95% which is generally the read 

rate within the strong in-field region. The detection range for maximum values is 4.5 m 

and the percentage of strong in-field and the distance between reader and the tag is 

varied. Samples of 200 tags are taken as input and total number of read cycles or epochs 

are taken as 1000 read cycles. Default minimum size is taken as three as suggested by 

Massawe et al. [43] as it’s an optimized size for maintaining the balance between 

reducing the false positive errors and the smoothing effect of the algorithm. 

The data in the raw format after epoch time converted to unix time format looks as 

shown in Figure 3.3. 

 

Figure 3.3 RFID Data Schema 
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The algorithm is applied to remove false negative errors. As false negative reading 

errors occurs when tag is not detected by the reader but present in the database. By 

reading RFID data set, out of 75 sample readings, 14 errors were found as shown in 

Figure 3.4 RFID Data Containing False Negative Errors are as shown in Figure 3.4. 

Here X-axis denotes the tag-ids and Y-axis denotes the epoch time in form of 

timestamp. 

 

Figure 3.4 RFID Data Containing False Negative Errors 

 

After applying the WSTD algorithm there is a vast reduction in errors by an 

approximation of 70% as compared to existing approach, as shown in Figure 3.5 below. 

 

Figure 3.5 RFID Data After Removing False Negative Errors 
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False positive readings are also removed. The proposed algorithm is also applied to 

remove false positive errors. As false positive reading errors occur when tag is detected 

by the reader but not present in the database. By reading RFID data set, out of 95 sample 

readings 21 errors were found as shown in Figure 3.6 below. 

 

Figure 3.6 RFID Data Containing False Positive Error 

After applying the proposed algorithm there is also a vast reduction in errors in false 

negative readings by an approximation of 70% compared to existing approach as shown 

in Figure 3.7 

 

Figure 3.7 RFID Data After Removing False Positive Errors 

Average number of errors are calculated on the basis of total number of false positives 

and false negatives. So, total number of true positives and true negatives give correct 

readings. Size of the window changes to different sizes according to tag and reader 
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behavior. It ensures better capturing of false negatives and false positives and thus 

better cleaning of RFID data. Figure 3.8 shows the change in window size with number 

of epochs. We may conclude that after half the number of read cycles, window size 

grows then contracts for adjusting the number of false positives as well as negatives. 

 

Figure 3.8 Window Size Vs Number of Epochs 

3.6 CONCLUSION 

Unreliability of RFID data streams can be managed by effectively handling data 

cleaning to reduce errors like false positives or false negatives. Adaptive sliding 

window-based approach called WSTD can efficiently cope up with environment 

variation and dynamics of the tag by reducing the percentage of errors to up to 70% in 

our RFID data which is reasonably good for the uncertain data like RFID data. Reader’s 

reading range, reading frequency, speed of tag movement are the factors which can 

affect reader’s reading accurately. Due to adaptive window size, the optimisation of 

readings is done and ensures least number of false positives or false negatives generated 

while reading tags by reader. 
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CHAPTER 4: OUTLIER DETECTION OF RFID 

DATASETS USING TRAJODBSCAN 

RFID enabled supply-chain process is the research domain to study and implement the 

outlier detection points in the process. As discussed in detail, in the previous chapters, 

supply-chain process is one of the areas of research especially when the whole process 

is automated through Radio Frequency Identification (RFID) method with readers to 

read the tags on objects automatically and thus generating too much of raw data in the 

form of Tag_ID (EPC of tag), Reader_ID (here Reader Id is mapped to location 

coordinates)  and timestamp(It is epoch time which is converted to datetime format) of 

read. Mining such data is a challenging problem. For each product or group of products, 

the schedule is planned by the stakeholders that include suppliers, manufacturers, 

distributors and retailers. From suppliers to retailers many routes in the supply chain 

can be generated. These routes are known as trajectories due to element of time and 

location read by readers. 

4.1 INTRODUCTION  

The main aim of research is to find outlier trajectories after the pre-processing of the 

data for reduction of false positives, false negatives and redundant raw RFID data, by 

clustering the scheduled or planned trajectories of the objects with the current 

trajectory. Any deviation or abnormal path/trajectory will be the outlier one.  

A novel density-based approach with the combination of dynamic time warping 

distance measure along with DBSCAN [46] [83] based approach is proposed. A 

comparative study of different similarity measures for the trajectory/path data [48] [67] 

points is done followed by comparison of our technique with other clustering 

algorithms modified for trajectory data. The accuracy achieved by the novel outlier 

detection technique known as TRAJODBSCAN is found far better than other clustering 

methods. 

4.2 RFID DATA MODEL 

The raw data generated by the RFID tags and readers is cleaned and then converted into 

meaningful information. In raw form, the data are stored as (EPC, Location, 

Timestamp). Here EPC is the unique electronic product code of the tag, Location refers 
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to location of the reader and Timestamp refers to the time of read of tagged object by 

the reader. In RFID-enabled system, the object is read multiple times when it is in the 

vicinity of readers, so data compression is must which can be done by simply converting 

the raw data into the form (Tag_Id, Reader_Id, In_Time, Out_Time). After the pre-

processing of data transferred in the systems attached with the readers, the data values 

at different nodes of a trajectory or path is transformed to the trajectory data which is 

sequence in path in form of: [(location1, time1), (location2, time2… (locationn, timen)], 

where n is length of the path. Each node in the path has spatio-temporal feature. Each 

location of reading is defined in terms of latitude and longitude converted to  Cartesian 

coordinates using haversine formula for further analysis.  

The data to be processed for further analysis Figure 4.1 is mapped according to the 

schema diagram as shown in. This schema diagram is designed according to the 

characteristic of RFID data and its mapping with the required and available fields in the 

supply-chain domain specifically. Traditional ER diagram won’t fit into it due the 

spatio-temporal factor associated with the data. 

 

Figure 4.1 Supply-Chain RFID Data Schema 

 

The above schema diagram can explain the information that can be mapped with the 

basic information of raw data which just contains the tag information and its time and 
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location of read. This information can be linked with multiple tables with product 

information details, location hierarchy levels with the level of details from exact 

location point in form of latitude and longitude to the aggregated form like, region, city, 

state or country depending upon the level of information we need about the location. 

Similarly, granularity level of product is also stored in EPC hierarchy table i.e. whether 

the product read is individual or in some pallet (containing multiple numbers of product 

items). Path database gives the information about nodes of particular path ID assigned 

to the trajectories for tagged objects.  

The schemas for RFID datasets in supply chain include planned path/trajectory as well 

as generated path/trajectory. Grouping it by each individual tag id and sorting in 

increasing order of time a sequence of paths called trajectories is formed as shown in 

Figure 4.2. Each trajectory is a sequence of Cartesian points in order of the time of the 

read. For each Tag, planned trajectories/paths are already stored for comparing the valid 

or outlier path. 

Figure 4.2   Path Database 

Due to the non-availability of historical data for outlier points in the supply-chain path, 

clustering technique can be used instead of classification to segment the points as outlier 

point or non-outlier points in a supply-chain path. Here, cluster of planned trajectories 

is taken and density-based approach is used as base technique to cluster normal 

trajectories and detecting outlier trajectories. Figure 4.3. illustrates two trajectories. 

Here x-axis represents discrete points in the trajectories and y-axis represents location 

points at those points or nodes. 
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Figure 4.3 Trajectories with 50 points 

Trajectories not belonging or similar to any clusters are outlier trajectories or invalid 

paths. 

4.3 OUTLIER DETECTION FRAMEWORK 

Outlier detection of the trajectory needs to be treated differently unlike traditional 

approach where point to point similarity or dissimilarity is measured. Not much of the 

work is done for the outlier detection specific to supply-chain RFID data, though 

increased usage of RFID in supply-chain application is quite prevalent. Interesting 

research has been conducted on warehousing RFID data sets [21]. Moving objects can 

be handled with compression in data and preservation of path structure with a novel 

aggregation method. It is quite a challenging task because the data generated with 

reading of moving object is quite massive and it has spatio-temporal properties too. 

FlowGraph [23] is the method proposed by Hector et al. It is a probabilistic model 

which captures the main trends and exceptions in moving object data and FlowCube 

[22] is a multidimensional extension of FlowGraph and its biggest advantage is 

adaptive fastest path technique which does real time computation of routes based on 

patterns of driving. If moving objects are studied for their movements with automatic 
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identification then one of the applications could be tracking of any suspicious 

movement. J G Lee et al. proposed partition and detect framework for finding outliers 

in trajectories/paths [26]. They used mathematical calculations based on minimum 

description length (MDL) to find out the dissimilarities between various trajectories by 

first splitting the trajectories into parts or line segments and then detecting the abnormal 

or outlier line segments. In this approach however point to point similarity or 

dissimilarity goes unnoticed and may give inaccurate results.  

Clustering approach is based on the similarity or differences between objects as there 

is no reference data to be compared with. The data used in our research is trajectory 

data. Distance/similarity measures used for comparing trajectories are normally 

different from point to point distance/similarity measure. Euclidian distance [84] is 

most commonly used distance measure. Bayesian approach [85] is also used to find 

outliers in data collected by a wireless sensor network. Many measures of similarity 

have been discussed by many people. Each of the similarity measure has its own pros 

and cons. Euclidian distance [47] , dynamic time warping (DTW) [53], longest common 

sub sequence (LCSS) [52], edit distance [50], Fréchet distance [51], Hausdorff distance 

[49], are the most popular ones [48] [86]. Edit distance and LCSS are the non-metric 

ones and stress more upon the shape matching but do not give time to time details. Edit 

distance on real data (EDR) is also a good measure against real sequences with noisy 

data. It is based on the number of edits required to match one trajectory to another to 

calculate the similarity or distance between trajectories. This measure is also more 

efficient when approximate similarity is to be calculated. Hausdorff and Fréchet 

distance measures are used to calculate the geometrical similarity of the trajectory. With 

time shift, this distance measure behaves well but it is better used in the cases where 

only shape similarity should be checked. It cannot give exact time correspondence. 

Trajectory clustering based on partitioning of trajectories into line segments and 

detecting the similarity among them is an efficient approach. Here, the similarity 

measure used for the line segments focuses only on geometrical similarity, and does 

not take the temporal component into account. This similarity measure in a clustering 

method can be more appropriate for shapes that are polygonal. For supply-chain process 

trajectory clustering, it may not be justified. Dynamic Time Warping (DTW) calculates 

point to point matching with flexibility of time shift due to the difference in acceleration 
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of objects read in the trajectory path. It is used in many suitable domains [87].This 

distance measure appears most suitable for the domain area being studied. 

The primary aim of the research is to propose a solution for clustering of trajectories. 

Most of the work done in clustering of the trajectories covers either the temporal aspect 

or structural aspect for similarity. Trajectory clustering and similarity measures have 

been studied in different areas of applications like web clustering, outdoor surveillance 

but none of the work is related to RFID-enabled supply-chain process as per the 

knowledge of the authors. Depending on the applications, different similarity measures 

are used. For clustering, different categories of algorithms can be used like partitioning-

based, hierarchical-based, density-based, grid-based and model-based algorithms [44] 

Outlier detection can be considered as an outcome of clustering. It can be the data unit 

which does not belong to any of the clusters formed. This data unit can be a point or 

sequence of points giving any geometrical shape like a trajectory, which diverts the 

topic to trajectory clustering finally leading to the finding of trajectory outliers. 

Trajectory outliers or anomalies [11] can be the trajectories or part of trajectories, which 

are significantly different or abnormal when compared for similarity with other 

trajectories or part of trajectories. Events that do not follow the pattern (e.g. unexpected 

path taken by a tagged object or abnormal stay of any object or set of objects at one 

place) lead to the formation of abnormal or outlier trajectories. A complete survey on 

outliers or anomaly detection methods [14] used for different types of domain or data 

types can be found in literature.  

The complete framework of Outlier Detection system is designed with three layers as 

discussed in the previous chapters. It gives the complete solution including pre-

processing, clustering of trajectory outliers and classification of outlier points and thus 

predicting the outlier nodes in the supply chain  Framework of Outlier Detection System 

is as explained in Figure 4.4. The input data is taken as pre-processed data which is in 

the form of Tag_Id, time when the tag comes in the range of reader, time when the tag 

moves out of the range of reader and the location of the reader. This data is not in the 

form of trajectory, so it is mapped in trajectory or path form for each object. The 

trajectories are input to the proposed algorithm TRAJODBSCAN for finding outlier 

points in the trajectories. Information about outlier trajectory or point in a trajectory is 

given to the stakeholders in supply chain for further action. Here trajectories are 
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partitioned into batches and then checked for outlier trajectories and hence the outlier 

nodes in the trajectories. 

 

Figure 4.4 Framework of Outlier Detection System 

4.4 OUTLIERS IN SUPPLY-CHAIN PROCESS  

Outliers in supply chain refer to any possible deviation from the normal supply-chain 

process especially in the automated RFID-based. Possible outliers in supply-chain 

process can be majorly due to delay in transport (due to path deviation or problem in 

the transport), theft of goods on the way to particular path and fake goods. 

Detection of the outliers can be done by various ways and each technique has its own 

constraints. Flow analysis of events to detect the events that are not in normal flow in 

the chain. The classification technique is used in case the class labels with outlier/no 

outlier are known for training dataset. Outliers are rare events, so classification 

approach is not very efficient if sufficient data for training the classification model. 

4.5 COMPARISON OF DIFFERENT DISTANCE MEASURES FOR 

TRAJECTORY DATA  

In this section different distance measure methods are studied to find out the differences 

and the similarities among them so that the most effective method could be selected. It 

may be noted that the trajectory data or individual trajectories are referred as path data 

in the supply chain.  Particular locations in path sequences are periodically sampled as 

Alarm the Stakeholders in the Supply Chain With the Reason

Detect Outlier Trajectories

TRAJODBSCAN Clustering  of Planned Trajectories and Generated Trajectories 

Conversion of Processed Data to Trajectory Form (For Each Object)

Pre-Processing of Raw Data
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a finite sequence of time-stamped locations. Before proceeding for the comparative 

analysis, one should know about the most commonly used distance/similarity measures. 

Generally, for RFID type of spatio-temporal data distance measures like dynamic time 

warping, longest common sub sequence and edit distance-based measures are most 

popular ones [48]. 

For the data where spatial factor is dominating with discrete points of specification then 

Lp-norm based point to point distance measure is the most popular one. If the data is 

spatio-temporal then for discrete points paths, dynamic time warping, longest common 

sub sequence and edit distance with real time, Hausdorff and Fréchet are used. Each of 

them has their own pros and cons depending on their applications. In the coming sub 

section, we will discuss each of them in detail and will then show the comparative study 

of all the measures with our trajectory data.  

4.5.1 Euclidian Distance 

Euclidean distance or L2 norm [84] [88] can be used as similarity or distance measure 

for many types of applications. This distance measure is free from defining any 

parameter and is quite easy to implement. It can manage the large size trajectory data 

due to its linear complexity. The values in the objects with the same time instance are 

compared. If there is any time offset between the objects to be compared then this 

approach is not efficient. While calculating the distance between trajectories, one to one 

mapping between various points or nodes in the trajectories is done. It’s useful only 

when trajectories are of equal length. If the trajectories are similar but the sampling 

rates are different, Euclidian distances will not calculate them as similar. This distance 

measure is very sensitive to noise. Euclidian distances can perform well only in case of 

straight-line distances. Euclidian distance between each mapping points in the 

compared trajectories is defined as shown in equation 4.1. Let us say p (x1, y1) and q 

(x2, y2) are two points with location coordinates representation then the distance d (p, 

q) is as follows: 

𝒅(𝒑, 𝒒) = √(𝒙𝟐 − 𝒙𝟏)𝟐 − (𝒚𝟐 − 𝒚𝟏)𝟐                                                                   (4.1) 
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4.5.2 Longest Common Sub-Sequence  

Longest common subsequence (LCSS) [89] is one of most popular measure for 

checking similarity between sequences. Its first application was to find out the 

similarity in strings by comparing each and every character of strings. Li et. al [90] 

applied LCSS measure for similarity measure in trajectory data. A threshold parameter 

is used to define the number of matching characters in strings. The basic idea of LCSS 

is that it allows some sample points unmatched to match some sequences in trajectories. 

LCSS is good for processing with low-quality trajectory data (i.e. noisy trajectory data). 

It is useful for the detection of similar trajectories with different sampling rates. It uses 

dynamic programming approach. Here matching can be defined by a distance threshold. 

So, selecting threshold is again an issue. Due to mentioned reasons it’s good with noise 

and outliers but if one need to find out outliers then it is an inefficient method as it 

ignores the parts that don’t match. 

The optimal substructure of the LCSS   problem gives the recursive formula as equation 

4.2. If we have two sequences a and b and LCSS (i, j) is the distance of the LCSS of a 

(1...i) with b (1...j). The distance measure can be as explained below in the equation 

4.2: 

 𝑳𝑪𝑺𝑺(𝒊, 𝒋) = {

𝟎             𝒊𝒇 𝒊 = 𝟎 𝒐𝒓 𝒋 = 𝟎

𝟏 + 𝑳𝑪𝑺𝑺[𝒊 − 𝟏, 𝒋 − 𝟏] 𝒊𝒇 𝒂𝒊 = 𝒃𝒋

𝐦𝐚𝐱 (𝑳𝑪𝑺𝑺[𝒊 − 𝟏, 𝒋], 𝑳𝑪𝑺𝑺[𝒊, 𝒋 − 𝟏]

                                           (4.2) 

The equation 4.2 above describes the distance between two sequences of lengths i and 

j respectively and if either of the lengths is zero then the distance is calculated as zero. 

If the last points of the sequences match i.e. they are equal then distance is defined by 

the recursive definition of LCSS as 1+recursive LCSS distance function for length of 

the sequences up to i-1 and j-1.If last points of the two sequences do not match then 

LCSS distance is defined as maximum of distance between (i-1) points of  one sequence 

to j points in another sequence or i points of one sequence with j-1 points of another 

sequence. 
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4.5.3 Edit Distance 

Edit Distance on Real sequence is adapted from Edit Distance on strings. The distance 

is calculated based on the number of insertions, deletions and replacements needed to 

convert one object points to another so that they become similar. It is also threshold-

based equality relationship. Two locations are regarded as equal if they are close to 

each other with respect to a threshold. Resulting value of the distance defines the 

number of operations required for converting t. Here distance value means the number 

of operations, not distance between locations. It is not sensitive to noise too. If LCSS 

and Edit Distance on real sequence are compared then they both are based on counting 

the similarities or dissimilarities. LCSS counts the number of pairs of points   that match 

and EDR counts the cost of operations required to fix the pairs which are not matching. 

They are inversely proportional to each other. Equation 4.3 gives the summary. 

𝒅(𝒊, 𝒋) = 𝐦𝐢𝐧 {

𝒅(𝒊 − 𝟏, 𝒋) + 𝟏

𝒅(𝒊, 𝒋 − 𝟏) + 𝟏

𝒅(𝒊 − 𝟏, 𝒋 − 𝟏) + 𝜹(𝒙(𝒊 − 𝟏), 𝒚(𝒋 − 𝟏))

                                      (4.3) 

Here d (i, j) represents the distance between two points on two sequences respectively. 

If the lengths of the two sequences are m and n, then a two-dimensional matrix d 

[0…m,0…n] is used to keep edit distance values. Here δ(x(i-1), y(j-1)) is either 0 or 1 

depending upon the condition whether the current points i and j are same position or 

not. The value of d ( , ) is calculated row by row. The value of current row i.e., d (i, ) is 

dependent upon the value of previous row or we can say previous point i.e. d(i-1,). The 

time complexity of the algorithm for this measure is O(m*n) where m and n are the 

lengths of the sequences respectively. The drawback of Edit Distance is that it does not 

take into account direction of movement which makes it not useful in many applications 

where direction of movement in trajectories are very important and it can be handled 

by Fréchet distance measure discussed in the next sub-section. 

4.5.4 Fréchet Distance 

Fréchet distance is also a distance measure used for measuring the distance between 

two curves. It takes into consideration the location as well as order of sequence points 

in trajectories. It is a shape-based similarity. Here each pair of different points are 

separated from matching points by a disjoint open set. In this approach the distance is 
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not measured point to point as in case of previously discussed distance measures. It 

rather follows many to many correspondences. It is also known as “Dog Leash” 

distance due to the analogy with minimum length of a rope required to connect owner 

with his dog. Their movements are constrained to two separate paths with the possibility 

of movements with different velocities but without backtracking. So, the distance is 

minimum length of the rope or leash which is sufficient enough to join a point moving 

in forward direction along one path say p and one moving in forward direction along q. 

The rate of movement may not be uniform for either of the curve points. It can be solved 

by recursion concept using dynamic programming. 

𝒅𝒇𝒓𝒆𝒄𝒉𝒆𝒕(𝒊, 𝒋) = 𝐦𝐚𝐱 {
𝐦𝐢𝐧(𝒅(𝒊 − 𝟏, 𝒋), 𝒅(𝒊 − 𝟏, 𝒋 − 𝟏), 𝒅(𝟏, 𝒋 − 𝟏))

𝒅(𝒊, 𝒋)
 

                   (4.4) 

Here d (i, j) is the Euclidian distance between any two points in the curves or trajectories 

taken parallelly to record the distance between curves on the ith and jth points 

respectively.  

4.5.5 Hausdorff Distance 

The Hausdorff distance [91] is a based-on metric space. It measures the distance 

between two sets of metric spaces. Here each pair of different points are separated from 

matching points by a disjoint open set. The distance measure is not done by point to 

point or one to one mapping, here both are trajectories to be compared are taken two 

different set of points for each path. Now the minimum distance between two sets for 

every point in one set to any other point in second set is calculated and maximum of all 

these calculated distances is known as Hausdorff distance. Using Hausdorff distance 

we can calculate how different are points between two paths and therefore how different 

are two trajectories or path from each other. The calculations done are quite resource 

intensive.  

This distance is different from some of the previously discussed measures where, rather 

than one to one mapping between points in two trajectories, one to many or many to 

many mappings is done to measure the distances. To compute HAUSDIST (A, B), both 

of these methods consider the trajectory B as a single object and traverses the index of 

A to identify the point a in A that yields as shown in equation 4.5. 
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𝐇𝐀𝐔𝐒𝐃𝐈𝐒𝐓(𝐀, 𝐁) = 𝐌𝐀𝐗{𝐌𝐈𝐍𝐃𝐈𝐒𝐓(𝐚, 𝐁): 𝐚 ∈ 𝐀}                                                       (4.5)                                                                   

In the equation 4.5 above the two sets of points for path A and B are compared. The 

disadvantage of Hausdorff distance is that even if the shapes of two trajectories or paths 

does not look very similar, still they may give small Hausdorff distance. 

4.5.6 Dynamic Time Warping 

Dynamic Time Warping (DTW) is a well-known algorithm for finding similar 

trajectory patterns between two trajectories. The distance calculated is based on 

Euclidian distance only but the process in optimised for paths or trajectories followed 

by objects with varying speed. Pairwise comparison of two sequences is done unlike 

the way it is done using Hausdorff method. The sequences of observations are 

represented in form of grid where rows and columns represent points of each 

path/trajectory and each cell of the grid has the distance value between the combination 

of ith point of one trajectory with jth point of another trajectory. This way all the possible 

point combinations between two trajectories are available and the best match between 

two paths is the one that can minimize the total distance between them. The biggest 

advantage of dynamic time warping is finding the distance between two different 

trajectories which are of different lengths and it is suitable for both spatial as well as 

spatio temporal paths. Other than this, no extra parameter is required like it is in case 

of EDR and LCSS where threshold distance to conclude for similarity or dissimilarity 

is required. If one slow-moving object and another fast-moving object follow same 

path, the similarity of the paths followed can be very well observed by DTW measure 

as it considers the time lag correctly. Myers et al. introduced this measure first time for 

computing distance between time series data (Myers et al. 1980). Later Kruskal et al. 

used this measure for finding distance between straight paths. (Kruskal 1983, Soong & 

Rosenberg 1988, Picton et al. 1988, Ostendorf & Roukos 1989). The base DTW is 

complex and thus takes more time to process but this can be very well managed by 

using indexing scheme in which similar sequences’ retrieval can be done by taking only 

subset of sequences as many points in the sequence are of no use in computation and 

thus, they are pruned. It gives accurate measure compared to others especially when 

there is a need to detect similar trajectories with different sampling rates. The coming 

sub section will discuss the steps of DTW in detail. 
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Before calculating the distance between various trajectories, the data is input in the form 

of distance matrix with each x and y axis showing trajectory 1 and trajectory 2 

coordinates. They can be of same lengths or different lengths and depending on that the 

appropriate distance measure can be taken. The distance measure methods are 

implemented in python language. 

The snapshot in Figure 4.5 shows the format of the input data matrix with each value 

in the matrix representing the distance of any one point in trajectory 1 to distance of 

some point in trajectory 2.  

 

As already discussed, the various distance measures and their pros and cons and the 

kind of data they are more suitably used, Table 4.1 gives the comparison study results 

between various distance measures methods used for finding distances between two 

trajectories based on many parameters. In the Table 4.1, different trajectory similarity 

measures are reviewed to find the most similar trajectories to the query. The 

implementation was done using Python language environment. Here the comparison is 

done to find the similarity between trajectories with on an average 100 points of 

location in the path. Depending on the type of distance measure used, each trajectory 

can give different similarity or distance calculation. Each type has its own complexity 

and parameter requirements. Some measures are good in terms of accuracy and some 

Figure 4.5 Distance Between Points in Trajectories in Matrix Form 
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are better in terms of the time and memory taken. It all depends on the application area 

for which we need to calculate the distance. Some commonly used parameters like the 

behaviour of the measure when some noise is added in the input, lengths of the paths 

(whether they are similar or not), support of time shift i.e. the effect on the accuracy of 

measure when two trajectories or paths are similar in shape but may lag in time. All 

these observations are summarised for the different similarity measures in Table 4.1 

below: 

Table 4.1 Comparison of Distance Measures 

Parameters Euclidian  Fréchet DTW Edit time LCSS Hausdorff 

Add noise  Sensitive  Sensitive Robust Sensitive  Robust  Sensitive 

Length of 

two 

trajectories  

Equal 

lengths 

Different 

lengths 

Differen

t lengths 

Different 

lengths 

Different 

lengths 

Different 

lengths 

Support time 

shifting  

No No  Yes Yes Yes Yes 

Computation 

cost. In terms 

of time 

O(n) 

Where n 

is the no. 

of points 

in the 

trajectorie

s 

O(pqlog(p

q)) 

Where p 

& q are 

no. of 

points in 

the 

trajectorie

s 

O(pq) 

Where p 

& q are 

no. of 

points 

for 

different 

trajector

ies 

O(pq) 

Where p 

& q are 

no. of 

points for 

different 

trajectorie

s 

O(pq) 

Where p 

& q are 

no. of 

points for 

different 

trajectorie

s 

O(pq) 

Where p & 

q are no. of 

points for 

different 

trajectories 

Time taken 

(ms) 

139 7430 865 687 676 778 
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LCSS does not give very accurate results as it tends to ignore many important points in 

between the trajectory though it works well with noisy data. Euclidian distance reflects 

similarity in time and DTW reflects similarity in shape. LCSS does not take into 

account the unmatched points and matches only similar parts. So, it is not a good 

approach when we need to find the abnormal paths specifically. 

 DTW and Euclidian try to match each and every element so can be good for matching 

two or more supply-chain path as trajectories more efficiently. Hausdorff and Fréchet 

are also the metric measures like Euclidian but they also consider the shape similarity, 

not the exact temporal arrangement. The DTW method can measure distance between 

time series even if they vary in time or speed. It is widely used in the comparison of 

time series, and due to the same reason, it may be appropriate for supply chain path 

trajectories which are series of reader points reading tags at a particular time in a 

particular order. 

Now considering the above statistics for distance measure, we intend to use DTW for 

our proposed approach of clustering the trajectories of supply chain. Here, each point 

of the trajectory can refer to supplier, manufacturer, distributer, retailer or consumer. 

There can be many distributers in between the chain and so is the case of other 

representations. 

4.6 TRAJECTORY CLUSTERING 

In trajectory clustering, not only shape but speed and direction are also important 

parameters as they all combine to form a trajectory. Among many clustering 

approaches, density-based may be the most appropriate to find outliers due to many 

advantages over the other clustering approaches. 

Density-based spatial clustering of applications with noise (DBSCAN) is a density-

based clustering approach with several advantages over other clustering approaches, 

the major one being the ability to find clusters of arbitrary shape. It also does not require 

the user to know the number of clusters to be formed beforehand. DBSCAN is very 

robust to outliers and requires just two parameters, minimum radius and minimum no 

of points within the minimum radius given.  
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In the proposed algorithm, DTW is used for distance measure rather than Euclidian 

distance as Euclidian distance cannot take into the consideration the speed of travel. 

Moreover, the Euclidian distance requires trajectories to be of equal lengths. 

For comparing the trajectories with different lengths, and in terms of accuracy DTW 

gives the best results although the time taken is little more, which can be managed with 

better configuration systems as well as using various variations of DTW like LB Keogh 

[92]. It is a very appropriate method for measuring similarity between two temporal 

sequences which may vary in time or speed. In supply-chain process, this would be a 

common scenario where path followed is same in routine but speed and time may vary. 

4.6.1 Basic DBSCAN Algorithm 

Before giving the proposed algorithm, we are going to discuss the DBSCAN [83] 

algorithm. Density-based spatial clustering of applications with noise (DBSCAN) is a 

well-known data clustering algorithm that is commonly used in data mining and 

machine learning. There are many features of DBSCAN which makes it suitable for 

finding outliers in trajectory followed by tagged objects in supply chain. Unlike K-

means, there is no need to specify the number of clusters in advance which is not a 

trivial task. Clusters formed are of arbitrary shapes, not fixed spheres. 

DBSCAN is quite robust method when it comes to finding outliers in the clusters. It 

requires two parameters as input to do clustering. It works in a greedy manner by 

grouping points that are similar to each other in clusters and clusters with very few 

points are outliers. With the use of indexing schemes like R* tree [93], the performance 

of DBSCAN can be further enhanced. The next sub section explains the selection of 

parameters for the algorithm. 

4.6.2 Parameter Estimation 

The parameter estimation is a non-trivial task in implementation of any data mining 

technique. The performance of the algorithm depends on the parameters chosen and it 

depends a lot on previous history of their usage for any particular application. 

In DBSCAN, two parameters are required as defined below: 
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I. ε: It refers to the radius around any point which is checked for the density of points 

around it. The minimum number of points is another parameter required as 

explained in the next point. In our research work, the unit is trajectory rather point, 

so we need to focus on the radius around which the number of trajectories need to 

be checked rather than points. The value for ε in chosen by our algorithm is using 

a k-distance graph by plotting the distance to the k = minPts-1 nearest neighbours 

starting from the maximum to the minimum value. Here k i.e. min number of 

trajectories is chosen according to the average of the scheduled trajectories taken 

by the objects in the supply chain. Too small a value for radius will affect clustering 

in a way that large part of data won’t be clustered. Some points won’t be clustered 

at all because they won’t satisfy the density condition i.e. the number of points 

around it within small radius. On the other hand, if the radius value for density is 

taken as very high then most of the points will fall around the big radius and rather 

than making separate clusters, they will merge to become single cluster. The eps 

should be chosen based on the average distances of the dataset (as we have used k-

distance graph). 

 

II. MinPts: MinPts are the minimum number of points around the radius which can 

make it a core point having enough dense values around it to be connected within 

a cluster. According to Sander et al [94]. the thumb rule says that the number of 

minimum points is affected by number of dimensions in the data set. It says MinPts 

should be at least 2 times the number of dimensions. Minimum points should be 

greater than number of dimensions plus one. Still it should be chosen with 

precautions, obviously very less value like one carries no meaning because that 

will create cluster for each individual point on its own. If minimum points would 

be taken as any value less than or equal to two then again, the result would be 

similar to hierarchical clustering. For the value with too much noise as well as for 

the data containing too many duplicate values, larger values (at least large than 3) 

give better results and result in more significant clusters [95]. 

 

Now after finalizing the two important parameters, distance function is the most 

important factor to create an impact on the accuracy of the results. The research work 

focused on the selection of best distance measure and considering the trajectory type of 



 

60 

data and doing the comparative study of various distance measure relevant to the dataset 

used, we hypothesize DTW as the best choice. Now our proposed work is the 

combination of Dynamic Time Warping with DBSCAN as a novel technique and 

specially used first time with supply chain datasets as per our knowledge.  

4.6.2 INTRODUCTION TO DYNAMIC TIME WARPING  

The brief introduction to dynamic time warping (DTW) algorithm is given in previous 

section of distance measures. After the comparative study of all the distance measures 

and hypothesizing DTW as a suitable approach for the RFID enabled supply chain data, 

we would be discussing DTW method in detail.  

The Dynamic Time Warping (DTW) distance measure is a technique that has long been 

first used in the domain of speech recognition. It can be used for major data mining 

techniques which include clustering, classification and detection of outliers as it is 

helpful in finding the distance between any two objects by allowing a mapping of one 

signal to another signal even if it is non-linear and the target is minimising the distance 

between the two signals. So, number of steps required to minimize the distance can help 

in determining the similarity of two signals.  

This particular technique has shown outstanding results in terms of accuracy and now 

it is used in variety of problems in various domains. One of the important features is its 

usage in time series data where the sequence pattern may be same but the temporal 

factor may vary. In the applications like trajectory mining where the study of 

trajectories followed by moving objects or people, needs to be analysed, DTW comes 

up handy. 

 In the real-world scenario, the moving objects or people may not have consistent speed 

and this should be taken into consideration.   Dynamic Time Warping (DTW) is an 

appropriate algorithm when the temporal sequences may vary in speed or have different 

acceleration. The sequences are "warped" non-linearly in the time dimension to 

determine a measure of their similarity independent of certain non-linear variations in 

the time dimension.  
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Figure 4.6 shows the sequence of steps for distance matrix generation with DTW. 

/*For the trajectory1 and trajectory2 of length L1 and L2 respectively*/ 

1. L1 length of trajectory 1 

2. L2length of trajectory 2 

/* Initial the time warping matrix: Time_warp with 0 value for 0th row and 0th column.  Here 

c matrix represents the simple pairwise distance between ith and jth element. */ 

3. Time_warp []  matrix of size L1 X L2 

4. Time_warp [0,0] 0 

/*Fill the value of distance matrix after warping for all the rows of first columns as 0 + 

simple distance between ith row and 1st column*/ 

5. for i-1; i<= L1; i++ do 

6. Time_warp[i,1]Time_warp[i-1,1] + c[i,1] 

7. end for 

/*Fill the value of distance matric after warping for all the rows of first columns as 0 + 

simple distance between 1st row and jth column*/ 

8. for j=1; j<=L2; j++ do 

9. Time_warp [1, j]Time_warp [1, j-1] +c[1,j] 

10. end for 

/*Fill the value of distance matric after warping for all the rows of first columns as minimum 

of the distance between (i-1,j or I,j-1 or i-1,j-1) + simple distance between ith  row and 

jth column*/ 

11.   for i=1; i<=L1; i++ do 

12.        for j=1; j<=L2; j++ do 

13.        Time_warp [i, j]  c [i, j] + min {Time_warp [i-1, j], Time_warp [i, j-1], 

Time_warp [i-1, j-1]} 

14.        end for 

15.   end for 

16. return Time_warp 

 

Figure 4.6 Steps to Find Distance Matrix 

After the Time_warp matrix is created with all the distances, warping path can be 

calculated by backtracking. The detailed steps are as given in the Figure 4.7. 
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/*Backtracking from top right corner of the Time_warp matrix generated in the 

above section*/ 

1. Warped_path []    

2. i = number_of_rows (Time_warp) 

3. j = number_of_columns (Time_warp) 

4. while (i > 1) & (j > 1) do 

5. if i == 1 then j = j -1 

6. else if j == 1 then i = i -1 

7. else 

/*Finding the minimum value either horizontally, vertically or diagonally*/  

8. if Time_warp [i-1, j] == min (Time_warp [i-1, j], Time_warp [I, j-1], Time_warp 

[i-1, j-1] then 

9. i = i - 1 

10. else if Time_warp (I, j-1) == min (Time_warp [i -1, j], Time-warp [i, j -], 

Time_warp [i -1, j-1]) then  j = j -1 

11. else 

12. i = i -1; 

13. j = j-1 

14. end if 

/*All the values of path traversed starting from Time_warp [i, j] until Time_warp 

[0,0] while picking up minimum values along the path give the final warped path. 

*/ 

15. Warped_path.add ((i, j)) 

16. end if 

17. end while 

18. return path 

Figure 4.7 Steps to Find Warping Path in DTW 
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4.7 PROPOSED APPROACH: TRAJODBSCAN (TRAJECTORY 

OUTLIERS WITH DBSCAN) ALGORITHM 

TRAJODBSCAN is a novel approach to cluster the given trajectory along with the 

scheduled set of trajectories and trajectories which do not belong to any cluster are 

outlier trajectories. They are put into separate set. Rest are assigned some clusterId with 

each pair of trajectories compared for the similarity among them the dynamic time 

warping path is calculated and then with the given minimum radius and given minimum 

number of trajectories as parameters the number of core trajectories are observed and 

based on the trajectories which are density reachable and density connected the clusters 

of trajectories are calculated. Figure 4.8 shows the steps of TRAJODBSCAN 

Algorithm 

Let us, first of all, give notations being used in the algorithm: 

• The NƐ(Ti) of trajectory Ti ∈ T (set of trajectories) is defined as Trajectory space. 

• NƐ(Ti)= {Tj ∈ T|DTW (Ti, Tj) ≤ Ɛ (minimum radius given)} 

• Ti is core Trajectory w.r.t. Ɛ and min_trajs (minimum no. of trajectories), If NƐ (Ti) 

≥ min_trajs. 

• Trajectory Ti ∈ T is directly density reachable from trajectory Tj ∈ T w.r.t Ɛ and 

min_trajs. If Ti ∈ NƐ (Tj). 

• A Ti∈ T is density reachable from Tj ∈ T w.r.t to If there is a chain of trajectories 

Tj, Tj—1, Ti such that the adjacent trajectories in between the chain are direct density 

reachable from each other.  

• Ti∈ T is density connected to Tj ∈ T w.r.t Ɛ, if some Tc∈ T is there and Ti and Tj are 

density reachable from Tc w.r.t Ɛ. 

• Input  

       A set of Trajectories T= {T1, T2, …, Tn} 

I. Minimum radius parameter as Ɛ and minimum number of trajectories as 

min_trajs. Ɛ is chosen based on the k–distances on history data. It is based on 

the average slope of sorted K distances of each trajectory path of the 

neighbour paths of the trajectory. 

II.  Min_trajs is also the average number of neighbouring trajectories based on 

the history of supply-chain paths followed by the objects. 

III. Initial/starting time of the read in supply-chain path and destination time of 

the object as t0 and tf, respectively 
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• Output.: A set of clusters C= {C1, C2, C3…., Cn}and set of outliers cluster O. 

 

01. Mark all the trajectories in T as unclustered and initialise clusterid=0. 

02.  for each (Ti  ∈ T) do  

03.    if (Ti is unclustered) then 

04.    compute    NƐ (Ti) using Dynamic time warping distance measure. 

05.        if (|NƐ (Ti)|) >=min_trajs) then  

06.            Assign clusterid to all Trajectories ∈ NƐ (Ti); 

07.                   Insert NƐ (Ti) –{Ti} into L //L is list of trajectories with clusterids 

08.                   IncreaseCluster (L, clusterid, Ɛ, min_trajs) 

09.                   clusterid=clusterid+1; 

10.           else 

11.                   Mark Ti as outlier and assign to set O //O is outlier trajectories list 

12.                  Assign for all Ti∈ T a clustered 

13.    end for 

       /* All density reachable and density connected trajectories (based on DBSCAN)   

are merged in the same cluster with same clusterid. */ 

14.      IncreaseCluster (L, clusterid, Ɛ, min_trajs) 

15.       While (L! =Ø) do 

16.            { 

17.              for Ti in L /*First trajectory in the list*/ 

18.                       Compute NƐ (Ti ) ; 

19.                       If (|NƐ (Ti )| >= min_trajs) then 

20.                      for each (X ∈ NƐ (Ti )) do  

21.                           Assign clusterid to X; 

22.                     If (X is unclustered) then 

23.                             Insert X to L; 

24.                            Remove Ti from L; 

25.             } 

Figure 4.8 TRAJODBSCAN Algorithm 
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DBSCAN algorithm has many advantages over other algorithms as discussed in the 

previous section. For finding outliers, density-based algorithm is the most appropriate 

type. This approach would be the base to Trajectory DBSCAN for finding outliers. 

TRAJODBSCAN uses DTW for finding the similarity or differences between paths 

taken in supply-chain process. Each path can be called as trajectory as each stop in the 

path where object is read can be defined in terms of time and location coordinates. 

Use of DTW as measure justifies the real scenario of supply-chain process where small 

time shifts due to difference in acceleration is not given much of attention provided the 

hops and final destination is matching. 

4.8 EVALUATION ENVIRONMENT 

 Python 3.4.5 using Spyder environment is used for implementation. The experiments 

were conducted on a Lenovo laptop V 460 with Intel(R) 2.27 GHz processor and 4 GB 

RAM. Minimum number of trajectories is chosen as 25 based on the scheduled paths 

for particular tagged objects and minimum radius is taken as 10 m based on the 

minimum average of the distance among the trajectory paths given in the data. 

4.8.1 Performance Evaluation 

The comparison between different clustering methods is done and TRAJODBSCAN 

performed best in terms of accuracy. Accuracy is defined in terms of true positives and 

true negatives detected for being or not being outliers. K-Means is not showing any 

outlier cluster with our dataset but the cluster with the number of trajectories below five 

(threshold value based on average number of nearest trajectories) can be taken as outlier 

trajectories. 91.2% accuracy in case of clustering can be considered as reasonably good 

as here unlike classification technique there is no reference data for outliers. The 

similarity measures and algorithms’ code are implemented in python language. There 

are total 10575 of rows in the dataset. After conversion of rows into the path database 

overall 210 paths are extracted with on an average 50 points in each path. Total 

trajectories taken are 100 with 50 points of location. Number of clusters for K-Means 

algorithm are taken based on elbow method. The elbow method can help in determining 

the number of clusters good enough to give have more cohesion within the clusters as 

compared to separation among the clusters The value is checked for different values of 
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k in increasing order and at one it stops decreasing further with further increase in the 

number of clusters and that point is called elbow point and can decide on finding the 

value of k in k means clustering algorithm. In thesis work the objects checked for within 

the sum of squares are trajectories. 

The following Figure 4.9 illustrates the decision of total number of clusters taken. with 

score representing the distance of the points in the cluster with the mean values. After 

five clusters, this score becomes constant and that’s why we have chosen the total 

number of clusters as five.  

 

Figure 4.9 Elbow Method 

 

The elbow method is quite helpful in selection of number of clusters in k means 

algorithm. Similarly, in hierarchical clustering also, agglomerative approach is 

followed where the clustering starts from individual clustering and then based on single 

linkage distance i.e. Minimum distance between trajectories among all the distances 

between each trajectory is calculated and then number of trajectories following the 

similarity measure are combined to form single cluster. This is done in iteration till all 

the trajectories are clustered into one cluster. Then backtracking the path of the tree 
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generated the number of optimum clusters are chosen based on intra-cluster similarity 

and inter-cluster similarity.  

Table 4.2 gives a comparative analysis between various clustering algorithms with 

proposed clustering approach to find outliers i.e. TRAJODBSCAN. 

Table 4.2. Performance Analysis  

 

Table 4.2 is giving the clear picture of TRAJODBSCAN outperforming other clustering 

algorithms. Each of the traditional algorithms is modified according to trajectory inputs 

as our research focuses on trajectory clustering rather than points clustering. Here the 

basic unit is a trajectory. The distance measures used in traditional approaches is 

Euclidian measure. Although the tie taken by TRAJODBSCAN is more because of the 

time complexity of dynamic time warping (DTW) distance approach still the accuracy 

factor dominates as compared to others. Time complexity can be further managed with 

optimizations of DTW methods like use of lower bound methods along with indexing 

schemes like R*. 

Clustering 

method 

Mean 

time 

(s) 

Outliers 

accuracy 

Complexity 

DBSCAN 5.23 70.2% (58 

out of 82 

detected) 

O(kN2): k = no. of dimensions 

TRAJODBSCAN 90.06 91.2% (75 

out of 82 

detected) 

 

O(kN2(logN)): k = no. of 

dimensions 

K-Means (with 

K = 5) (here k = 5 

is selected based 

on elbow method) 

4.03 No outliers 

detected 

If k and d (the dimension) are fixed, 

the problem can be exactly solved 

in time O(Ndk+1), where N is the 

number of entities to be clustered 

Hierarchical 

(Agglomerative) 

(checked for 5 

clusters) 

12.23 56.4% (47 

out of 82 

detected) 

 

O(N2logN) 
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4.9 CONCLUSION 

The proposed approach for finding the outliers or anomalies in the trajectories formed 

by the RFID-enabled supply-chain process may help us to alert the various stakeholders 

in the chain for prompt action in case any abnormality or outlier is detected. Weights 

can be assigned the values based on the requirements of similarity measures. This 

approach is likely helping us to find the correct number of outliers in an efficient 

manner. Density based clustering approach is a good choice for finding the outliers as 

outliers are not frequent events and not all the clustering algorithms can handle them 

effectively. Along with the dynamic time warping measure there is a tremendous 

increase in the accuracy of the clusters generated for the cases where straight line path 

is not followed point to point. For the time series data where time is a prevalent factor 

it is very important to consider the time lag as it’s a norm in supply chain path process 

for a tag moving from supplier to customer with many hops in between. Our approaches 

have proven quite effective in terms of accuracy for checking the deviation of the path.  
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CHAPTER 5: PREDICTIVE ANALYSIS OF RFID 

SUPPLY-CHAIN PATH USING LONG SHORT-TERM 

MEMORY (LSTM) 
 

Prediction of location has gained lot of attention in different applications areas like 

predicting the path or any deviation like taxi-route, bus route, human trajectory, robot 

navigation. Prediction of the next location or any path deviation in RFID enabled 

supply-chain path followed in the process is quite a novel area for the related 

techniques. 

5.1 INTRODUCTION 

In this chapter, predictive analysis of outliers in RFID supply-chain process is studied 

and implemented using Hidden Markov Model, XGBoost, Recurrent Neural Networks 

and Long Short-Term Memory techniques.  

Different classification models are compared for the accurate prediction of the 

outlierness of the path followed by the tagged objects read by RFID readers during the 

supply-chain process. Comparison of Hidden Markov Model (HMM), XGBoost 

(decision-tree-based boosting), and Recurrent Neural Network (RNN) and state of the 

art technique in RNN known as Long Short-Term Memory (LSTM) is done. To our 

knowledge, the above-mentioned classification techniques have never been used for 

this application area for outlier point prediction. It may be concluded that for the longer 

path sequences, LSTM has outperformed over other techniques. The training datasets 

used here are in the form of the record of the outlier positions in particular path and at 

particular time and location.  

The main objective of the research is to predict the outlierness of the trajectory path 

followed by the objects in supply chain starting from supplier to consumer. Supply 

chain is quite a long sequence of points where tagged objects are automatically read by 

readers with both space and time component i.e. location where the data is read and at 

what time it is read. This data can be considered as time series data and thus, we 

hypothesize that Recurrent Neural Network and Long Short-Term Memory (LSTM) 

techniques may be best suited for such types of data. 
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5.2 SELECTION OF PREDICTION METHOD 

Traditional models like Hidden Markov Model [15] and Recurrent Neural Networks 

[71] [78]are being used to handle the time series (spatio-temporal) data. But they are 

efficient only for sequences or trajectories with short lengths; that is for longer sequence 

of points in the chain, performance of traditional models deteriorates as is verified for 

many other systems [31]. LSTM, a Recurrent Neural Networks -based technique, can 

save information about the previous sequence points, thus is a preferable method for 

longer sequence of spatio-temporal points in a trajectory for further prediction and 

classification. Following sub-sections will give the overview of each technique used for 

prediction and classification. 

5.2.1 Hidden Markov Method 

The Hidden Markov Model (HMM) is a method to calculate probability distribution of 

the observations or outputs of the sequence of states. It is a very popular model used 

for sequential type of data where based on the sequence of observed states prediction 

of future states can be done. Although it is based on Markov process where the states 

are not hidden and the parameters available are state transition probabilities, HMM 

model has hidden states. Here only the outputs of the states are observed without any 

information about states. So, the processes involved in generating the data are hidden 

from the user. Sequences of outputs known as tokens are used for the prediction of next 

state outputs in the sequence. 

In Markov process the current state is used to predict or find the probability of next 

state and this makes the system ‘memory less’. This ’memory less’ property of a process 

is called the Markov property, whereas an HMM is one in which the states, though 

known, are not directly visible to the observer. Therefore, the sequence of observed 

output values provides information about the sequence of states. We have used the 

concept of HMM to design and implement the prediction of outlier point in a RFID 

supply-chain path. Here the output with probability of being an outlier point or not will 

help in the prediction of next point in the path for outlier point. 
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Parameters  

In general, consider the parameters required for prediction of the next point in the 

sequence is number of hidden states and number of observation states. Here the hidden 

states in our implementation refer to the location type of a particular path_id and 

number of observation states are two i.e. outlier and non-outlier. Other parameters are 

the length of sequence or path taken. Here it’s taken as 50. Discrete set of observation 

symbols consist of o1 and o2 for outlier and non-outlier. Probability of being in a 

particular state is adjusted according to the set of sequences taken in the training sets. 

Probability of being in a state i at the beginning of experiment as state initialization 

probability. State transition probabilities and emission probabilities are required to 

finally output the observation symbol of the next time step in the sequence. The 

observation sequence for the hidden state can help in finding the next observation. 

State transition probability tells us that the probability of moving from one state to the 

other state. Here, observation sequence represents outlier or non-outlier points in the 

supply-chain path. 

5.2.2 XGBoost Prediction Method (Tree-Ensemble Based Method) 

XGBoost [96] is an ensemble method which can be used to do classification and 

prediction. It is and advanced implementation of gradient boosting algorithm with faster 

computation and better management of resources parallelly basic concept is boosting 

where many weak learners combine to give a strong learner with high accuracy. The 

classification is done either linearly or in the form of decision tree. It’s just that here 

instead of single decision tree, multiple decision tree models are used. The outcomes of 

the model at a particular time instant t are weighed according to the previous step t-1 

output. Those outcomes which are predicted correctly are given less weightage as 

compared to the ones which are misclassified so that at each step the misclassification 

can be corrected. So, in boosting weak learners (which are just better than random 

classifiers) are trained sequentially by correcting their predecessor weak model. If 

decision trees [96] are used for modelling then they can be faster than other models. 

The tree ensemble model is a group decision trees created iteratively with the attempts 

to reduce the misclassification rate at each step. There are many boosting algorithms 

like AdaBoost (Adaptive Boosting) [97], Gradient Tree Boosting and XGBoost but 
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XGBoost (eXtreme Gradient Boosting) is the most optimized distributed gradient-

boosting library.  

Parameter Tuning 

In XGboost few parameters need to be tuned during training of the models for 

optimized output. The parameters include booster for inputting the type of model used, 

learning rate represented as eta with default value as 0.3, minimum sum of weights of 

the outcomes required in child of the tree and normally smaller value is chosen. 

Minimum child weight parameter is used to prevent overfitting. It’s better to use low 

value or else if higher value is chosen, it can lead to underfitting also. Maximum depth 

of the tree should also be set It is tuned with inbuilt cross validation and the range of 

this parameter lies between 3-10. Gamma is another parameter. Node of the tree model 

can split further into separate paths when the split results in the positive reduction in 

loss function and Gamma helps in specifying the minimum reduction in loss needed for 

further splitting. Its default value is set a zero. Subsample parameter can also be set for 

controlling the fraction of observations to be selected for each tree. Very high value 

prevents overfitting and very small value can lead to under fitting. Typically, its value 

lies between 50 percent to 100 percent. Similarly fraction of columns to be sampled can 

also set by using colsample_bytree parameter. scale_pos_weight |parameter is used to 

control class imbalance and helps in faster convergence of the tree. Because of high-

class imbalance. There are some regularization parameters also known as lambda and 

alpha to reduce the complexity of the model but they are generally required in case of 

very high number of dimensions and scalability otherwise they are avoided Generally 

the process of parameter tuning starts with high learning rate and then it is lowered 

iteratively and checked for the performance. Based on the dataset available XGBoost 

finally gives the optimal parameters. 

5.2.3 Recurrent Neural Networks (RNNs) 

A recurrent neural network (RNN) is a kind of artificial neural network where 

connections between units form a directed cycle. RNNs have an internal memory for 

the processing of sequence data or trajectory data. They are the type of feed-forward 

neural networks but they transfer information from one stack to another in sequence of 

time. Input is given in form of feature and the type of information at each time step is 

same. Number of hidden layers is same at each time step. RNN is, therefore, considered 

a suitable approach for time series or sequence data. It can also perform well with time 

series data of varying lengths. In supply-chain process also, chain of different reading 

https://en.wikipedia.org/wiki/Artificial_neural_network
https://en.wikipedia.org/wiki/Directed_cycle
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points can be of different lengths, so RNN is a good choice. The output of RNN is 

dependent on input from the previous time steps as well as current state input. Unlike 

Hidden Markov Models, RNN can capture long range of dependencies with time. 

Hidden number of layers is the representation of the number of states or time steps. As 

the number of nodes in the layer increases, the number of states also increases 

exponentially. So, there is always a trade-off between accuracy and time. 

 Recurrent Neural Networks have the drawback of exploding or vanishing gradient 

problem which occurs when the gradients become too large or too small and make it 

difficult to model long-range dependencies. Generally, after ten or more-time steps, its 

performance starts degrading. LSTM appears to be the solution to this drawback. 

5.2.4 Long Short-Term Memory Network (LSTM) 

Long Short-Term Memory Network (LSTM) has the ability to remember important 

long-term and important short-term information. LSTM can decide, which pieces of 

information are important to remember for the short term and which are important for 

the long-term. Hidden units in LSTMs are referred to as memory cells, and are modified 

to have an input node: g(t), as an input gate: i(t), as a forget gate: f(t), output gate: o(t), 

and internal state: c(t). Fundamentally, the architecture of LSTM and RNN is same but 

the functions used to compute the hidden states are different These differences make 

LSTM more efficient in capturing long-term sequences. Current LSTMs have the 

corresponding update equations. 

𝒈(𝒕) =  𝒕𝒂𝒏𝒉 (𝑾𝒈𝒉𝒙(𝒕) + 𝑾𝒈𝒉𝒉(𝒕 − 𝟏) +  𝒃𝒈)                                                    (5.1)        

                                                

𝒊(𝒕) =  𝒔𝒊𝒈𝒎𝒐𝒊𝒅(𝑾𝒊𝒙𝒙(𝒕) + 𝑾𝒊𝒉𝒉(𝒕 − 𝟏) +  𝒃𝒊)                                                (5.2)                                                                      

 

𝒇(𝒕) =  𝒔𝒊𝒈𝒎𝒐𝒊𝒅(𝑾𝒇𝒙𝒙(𝒕) + 𝑾𝒇𝒉𝒉(𝒕 − 𝟏) +  𝒃𝒇)                                             (5.3)   

                                                             

𝒐(𝒕) =  𝒔𝒊𝒈𝒎𝒐𝒊𝒅 (𝑾𝒐𝒙𝒙(𝒕) + 𝑾𝒐𝒉𝒉(𝒕 − 𝟏) +  𝒃𝟎)                                                 (5.4)   

 

𝒄(𝒕) = 𝒈(𝒕)𝜣 𝒊(𝒕) +  c(t-1)𝚯𝒇(𝒕)                                                                                (5.5)          

                                                                        

𝐡(𝐭) =  𝐭𝐚𝐧𝐡(𝐜(𝐭)) 𝚯 𝐨(𝐭)                                                                                          (5.6)                                                           
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The above-mentioned equations from 5.1 to 5.6 describe the input and output to LSTM. 

Here  represents the point wise multiplication and Wgh, Wix, Wfx , Woh and Wox are 

the weight matrices from one input to another output. 

The input node g(t) takes input and the previous hidden layer in the standard way. tanh 

is used here and the output of tanh lies between -1 and 1. The internal state c(t) consists 

of a self-connected recurrent edge with fixed unit weight. This allows error to flow in 

back propagation through time steps easily and solves the problem of vanishing or 

exploding gradients. The input gate, i(t) helps to modulate how much of the input that 

we should utilize since it is point wise multiplied by g(t) when calculating c(t). If i(t) 

consist of 0s, then we completely disregard the current input. If it consists of 1s, we 

utilize the whole current input. Similarly, forget gate   f(t), allow us to forget unneeded 

past internal state. Lastly, the output gate, o(t) allows us to remember important 

information when calculating the next hidden state, h(t). The standard SoftMax can then 

be applied to obtain predictions. 

LSTMs are currently widely claimed to be state of the art in RNN literature. Many have 

noted that recent breakthroughs in sequence prediction for various problems have been 

due to LSTMs, not RNNs. Recently, LSTMs have started to become start of the art in 

speech translation, machine translation, image captioning, and question answering 

systems. All of these problems boil down to sequence problems, and LSTMs have been 

able to perform very well on each of these. Therefore, it will be interesting to see if 

LSTM outperforms RNN and other methods like boosting decision tree based, Hidden 

Markov Model which is popularly used for the user trajectory problem.  

Vanishing gradient problem is a problem in RNN where weights are updated at each 

iteration of learning with respect to the partial derivative of the error function with 

respect to current weight in each iteration of training. Now with multiplication of the 

calculations at each step the gradient would become so small that it starts vanishing and 

prevent the weight from changing the value according to error and due to this further 

learning process is stopped. Figure 5.1 defines a single LSTM cell with input gate(i(t)), 

Forget Gate(f(t)) and Output Gate(O(t)) 
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Figure 5.1 Detailed LSTM Cell 

So, after the discussion of LSTM and RNN, we may conclude Standard RNNs 

(Recurrent Neural Networks) suffer from vanishing and exploding gradient problems. 

LSTMs (Long Short-Term Memory) deal with these problems by introducing new 

gates, such as input and forget gates, which allow for a better control over the gradient 

flow and enable better preservation of “long-range dependencies.”  

Figure 5.2 and Figure 5.3 give the pictorial representation of the differences. Here 

sigma function is expressed as “σ”. 

 

Figure 5.2 Recurrent Neural Network Cell 

 

Figure 5.3 Long Short-Term Memory Cell 
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5.3 RELATED WORKS 

The concept used in the research uses location-based prediction as here with every 

location outlier status is also given in the data and thus predicting the location can also 

predict the outlier status. Many location-prediction algorithms have been implemented 

which can predict the next location given the current location. Simplest method is use 

of direction and speed but it can vary according to various circumstances like traffic 

jam, weather, theft etc. and may not give correct results. In recent time, many methods 

are popular for the mining of trajectory data based on history. Based on the historical 

path followed and the status of the path and recent few locations and their status (here 

the status of path deviation or any outlier) can be predicted with accuracy. Methods like 

movement pattern mining and model-based methods are most commonly used. 

Movement pattern mining uses the concept of frequent pattern followed. Next location 

is predicted based on the previous one in the pattern. Jiang et al. [98] studied taxi 

trajectories and found their moving pattern and behaviour. The trajectories here need to 

be converted into cells first. Jeung [55] used Apriori algorithm to extract movement 

patterns. An improvement of Apriori algorithm is used by Yavas et al. [71]. Co-

occurrences of the locations can be extracted from the frequent patterns generated. A 

modified Prefix-Span algorithm was developed by Morzy [72] as both temporal and 

spatial features were taken into account. So sequential pattern method was used and 

gave better results. I used pattern-based prediction method by clustering the frequent 

places and using Fourier transform to detect specific period. Clustering-based algorithm 

had the problem of losing a lot of information for the points not lying in the clusters 

thus gave low accuracy in prediction. Cheng proposed multi-center Gaussian model for 

finding the distance between the patterns generated but in this method the sequencing 

or ordering is not considered. Mathew proposed a hybrid hidden Markov model. Jeung 

converted the trajectories into frequent regions with cell partition algorithm but again 

the prediction accuracy here is constrained by the granularity of the cells. 

Recently, Recurrent Neural Networks is a very popular method in the sequence mining. 

When the RNN feed-forward network is unfolded, the different layers representing 

different time steps can be expressed. Multiple hidden layers in RNN can adjust 

dynamically with the input of behavioural history; therefore, an RNN is suitable for 

modelling temporal sequence. Liu extended traditional RNN spatial and temporal 
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contexts to predict the spatio-temporal data. For small sequences or trajectories, RNN 

gives results but when the length of the trajectory is very long., even more than 10 steps 

the problem of vanishing and exploding gradients when the error back propagates 

through many steps. Comes in. and can’t be handled by RNN. 

 LSTM is the solution to this problem by using the memory blocks in any of the layers 

and thus remembering the context and value for much older than recent previous 

history. Most common applications where this technique is used till now are translation 

of speech, machine translation, automatic question answering systems. All of these are 

all sequence-related applications. So, it is expected that LSTM should perform better 

than other techniques in case of prediction of outlier position on the long length supply-

chain trajectory. It’s never been tried with this application as per authors’ knowledge. 

5.4 SYSTEM DESIGN 

In this section, the design of the proposed system will be provided. First, the basic 

scheme of working of the system will be given and then architecture of the learning 

module will be given. Finally, the detailed design of the system will be provided by 

describing the format of the data, discretization of the data and setting of hyper 

parameters.  

5.4.1 Basic Scheme 

The main focus of the research is to develop a system which can predict an outlier point 

based on the training data with the class label for outlier points.  

The overall system will first do the learning with different techniques like hidden 

Markov modelling, an ensemble method XGBoost, Recurrent Neural Networks and 

Long Short-Term Memory method. For each different learning technique, different 

parameters are tuned and set accordingly to generate the different learners.  

These different learners are trained by providing input data (Trajectory data) and 

respective models are generated. Later, these reasoners are used to predict the outliers 

among the paths by taking test data as input. Finally, based on the predicted outputs, an 

alert may generate for the predicted output points. The same is illustrated in the Figure 

5.4.   
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5.4.2 Data Preparation 

The proposed architecture focussing on LSTM networks is based on the hypothesis that 

it is more efficient than other discussed techniques for longer sequences. Here the 

trajectory data taken as input vector consists of discretized longitude, latitude, time and 

track_id of supply-chain path. Using the class label outlier which defines whether the 

particular point of the particular path id is outlier or not in the historical data. Prediction 

for the particular point/node in the supply-chain path can be done for being an outlier 

or not and the alert can send to the stakeholders like supplier, manufacturer, distributer 

or retailer involved in the process. For each LSTM cell that is initialized, the number 

of hidden units in the LSTM cell has to be supplied. The most optimal value can be 

selected by repeated experiments. There is no fixed rule for this. It depends on the 

application data and consideration of the time taken to train the model and test it. Too 

high a value may lead to over fitting or a very low value may give very poor results. 

Selecting the right parameters is very important and it depends on the application data 

also. The dimension of the weights will be number of hidden layers multiplied by the 

number of classes as output. Thus, on multiplication with the output (Val), the resulting 

dimension will be batch size multiplied by number of class. The following Figure 5.5 

 

Figure 5.4 Basic Scheme of Learning Model 

Model 
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Outlier Prediction Analysis Process of Trajectory Point explains the detailed view of 

the processes involved in the proposed system. 

 

Figure 5.5 Outlier Prediction Analysis Process of Trajectory Point 

 

In the next sub section, we are going to discuss the format of the data to be taken as 

input to the system. The datasets taken as input is a type of spatio-temporal data with 

time and location information and thus can be converted into trajectory data which is a 

sequence of locations in order of time. Datasets considered here is the historical data 

stored (here it is the output of TRAJODBSCAN as discussed in the previous chapter) 

with the information about outlier positions with the details of latitude, longitude, 

path/Track_id, timestamp and a class label showing whether it’s an outlier position in 

the previous history or not in form of 0/1. The datasets as shown in the Figure 5.6 are 

taken as training datasets for developing predictive model using LSTM technique and 

also compared with other techniques like XGboost, Hidden Markov Model and 

Recurrent Neural Network as they are the most popular ones when classification or 

prediction in trajectory/sequence is done. The process follows many numbers of 

iterations to get most optimal and accurate analysis. 

 

Figure 5.6 Supply-Chain Training Dataset 
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The data (with latitude, longitude, track_id, time, outlier and stakeholder’s information) 

as shown in Figure 5.6 is converted into a feature vector for each time step in the 

sequence in a trajectory. Each track_id represents a single trajectory. scp attributes 

having values like s1, d1, m1 etc. are representing supplier 1, distributor 1, 

manufacturer 1 and so on. Total number of tuples taken is 10575 in number. This data 

is mapped to location with latitude and longitude. 

5.4.2.1 Discretization of Data 

Trajectory’s coordinate information is continuous in space. It is quite complex to model 

it. Value of trajectory location points can be mapped into projected points on road. 

Margin of displacement of points’ threshold up to 10 m is fixed. It can be fixed based 

on precision required and length of the road if the projected point is not discrete one. 

Open Street Maps (OSM) [99] is referred for road information of roads. 

Each supply-chain path trajectory is represented as line Ti= (n(s), n(e)) with a start node 

n(s)s=(longitude(s), latitude(s)) and the end node n(e)=(longitude(e), latitude(e)).The 

point p(p)=( longitude(p), Latitude(p)) of projection of longitude and latitude on road 

is calculated by equation (1) for any point n(i) =(longitude(i), latitude(i)) on road with 

k as slope of the line of the road. This is a feature extraction step extracting discrete 

points on the road so that it’s much easier to develop predictive model after that. 

Equations 5.7 and 5.8 define the conversions. 

𝐥𝐨𝐧𝐠𝐢𝐭𝐮𝐝𝐞(𝐩) =
𝐤×𝐥𝐨𝐧𝐠𝐢𝐭𝐮𝐝𝐞(𝐬)+

𝐥𝐨𝐧𝐠𝐢𝐭𝐮𝐝𝐞(𝐢)

𝐤
+𝐥𝐚𝐭𝐢𝐭𝐮𝐝𝐞(𝐢)−𝐥𝐚𝐭𝐢𝐭𝐮𝐝𝐞(𝐬)

𝟏

𝐤
+𝐤

                               (5.7) 

 𝐥𝐚𝐭𝐢𝐭𝐮𝐝𝐞(𝐩) = − (
𝟏

𝐤
) × (𝐥𝐨𝐧𝐠𝐢𝐭𝐮𝐝𝐞(𝐩) − 𝐥𝐨𝐧𝐠𝐢𝐭𝐮𝐝𝐞(𝐢)) + 𝐥𝐚𝐭𝐢𝐭𝐮𝐝𝐞(𝐢)           (5.8) 

The length of the road L can be calculated by equation (5.9) where Ø1 is the radian of 

latitude(s), Ø2 is the radian of latitude(e), ∆Ø the radian of (latitude(s)-latitude(e)) and 

Similarly φ1 is longitudes and φ2 is longitude(e) and ∆φ is the radian of (longitude(s)-

longitude(e)). R is the radius of the earth taken equal to 6371 km.  
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The fixed points in the trajectory on road can be calculated by n(s), n (e), k and the 

projected points. 

 𝐋 = 𝟐 × 𝐑 × 𝐚𝐫𝐜𝐬𝐢𝐧 (√(𝐬𝐢𝐧𝟐 (
∆Ø

𝟐
) + 𝐜𝐨𝐬(Ø𝟏) ∗ 𝐜𝐨𝐬(Ø𝟐) ∗ 𝐬𝐢𝐧𝟐 (

∆𝛗

𝟐
)))         (5.9) 

Considering the above calculations, all the latitudes and longitudes are converted to 

projected points which can be taken as input to the training model and help to do the 

calculations in an efficient way.  

Timestamp can also be discretized by assigning time ids by diving time into intervals. 

The size of time is taken as 10 minutes. It creates six-time ids in an hour and total 144-

time ids from 1 to 144 in a day. So, combination of day of the month and time id of the 

day gives discrete value of timestamp. 

Here the test data is in the same format as training data except the class label. The 

technique used for segregating test and training data is ten cross fold validation. The 

input and output scheme of the datasets used to model the classification process as 

shown in Figure 5.7 below 

 

Figure 5.7. Recurrent Neural-Network Model for RFID Supply-Chain 

Trajectory 
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In Figure 5.7. Recurrent Neural-Network Model for RFID Supply-Chain Trajectory  X 

is input vector and X(i) stands for input at time i. It’s a vector with latitude, longitude 

as projected positions on road, time id according to discretized timestamp and track_id 

and position’s stakeholders’ information as dimensions of the vector. Vx is matrix of 

weights from input to hidden layer; Uh is matrix of weights from previous hidden layer 

to current one and Zy is the matrix of weights from hidden layer to the output. 

5.5 HYPER PARAMETER SETTING 

To train the network, training sets, validation sets or test sets are taken in a standard 

way. One set of trajectories are taken for the training and another set is taken for the 

validation part. One epoch is the complete pass through training data. In each pass a 

candidate model is used for the prediction of test set.  

Implementation of RNN and LSTM models is done using tensor flow in python. 

XGBoost method is implemented by importing XGBoost package in python. Optimal 

parameters taken here are: number of rounds = 400, eta =0.05, maximum depth=5, scale 

position weight=5 and minimum child weight=1. HMM is also implemented in python 

with cost parameters set to 0.1 with forward-backward algorithm and rest of the 

parameters are default ones as they are the most tuned ones to give the optimal values, 

learning rate taken as 0.01 and maximum iterations =100. 

The basic steps to design and run the models for prediction are as follows: 

• Build the computation graph for defining calculations and functions executed in 

runtime. 

• A Tensor Flow session is created and execution of the graph/network created in 

the previous step is done with the supplied data. 

• Calculation of the probability scores of each output. 

• Check the accuracy of the model by calculating the loss. Cost function is used 

to compare predicted value and actual value. The aim is to reduce or minimize 

the cost function. 

• Last step is of optimization. TensorFlow has optimization functions like Adam 

Optimizer, RMSPropOptimizer. We have chosen Adam Optimizer. The use of 

optimization is to minimize the loss as much as possible. 
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Here the trajectory datasets of supply-chain paths followed is on an average 989 points 

of read in a day with on an average 200 trajectories in a day. Training and Test is split 

by 10 Cross Validation method. For LSTM, number of hidden units are experimented 

from 2 to 250 and after 120 the model is showing constantly better results. So, the 

optimal value is taken as 120. 

The LSTM Recurrent Neural Network Approach has never been applied in the path 

prediction and anomaly detection for supply-chain path. Python packages are used for 

the implementation. Figure 5.8 and Figure 5.9 represents the evolution of classification 

accuracy and loss minimization on the training data. To make the plot readable, tensor 

flow plot starts from step 300 Number of features taken in the feature vector are five. 

They are SCP, track_id, Time, Latitude and Longitude. Here SCP defines the type of 

location: s for supplier, c for consumer, p for producer and so on. track_id is path_id 

representing the path or trajectory number, time is the time id generated after 

discretization, latitude and longitude are the discretized location coordinates. The batch 

size is taken as 100. Training or learning is run for 140, 000 iterations. AdamOptimizer 

function with learning rate 0.0001 is chosen. Drop Out of each layer in LSTM and RNN 

is set to 0.2 to avoid overfitting. 

5.6 RESULTS ANALYSIS 

The accuracy and loss are accumulated to monitor the progress of the training. 40,000-

50000 iterations are generally enough to achieve an acceptable accuracy.  

As already discussed in the previous section about the basic scheme, first the 

classification model needs to be trained based on the training input data. Now the data 

input here is the trajectory data with outlier points and based on the sequences of outlier 

points in a trajectory the system generated a classification model. The system is trained 

for many numbers of iterations till the loss is reduced to minimum and accuracy is 

reached to the maximum.  The following Figure 5.8 and Figure 5.9 give the illustration 

of accuracy and loss functions respectively during training/learning process. 
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Figure 5.8.  Accuracy Function 

 

 

 

Figure 5.9 Loss Function 

 

Table 5.1 gives the description of the values for average loss and average accuracy 

based on the number of iterations. The iterations are performed till a reasonably good 

accuracy level is reached and the loss is minimized. 
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Table 5.1 Average Accuracy and Loss with Iterations 

Number of Iterations Average Loss Average Accuracy 

20000 .301534 88.12% 

40000 .213423 92.13% 

80000 .098636 96.27% 

120000 .049879 98.11% 

140000 .001296 99.79% 

 

RNN and LSTM models are compared with HMM and XGBoost for the accuracy 

against the test data and table 5.6. shows the results in form of precision, recall and 

f-measure. LSTM is giving better results in terms of finding true positives from set of 

true positives and false positives. The experiments are executed on Windows 7 platform 

with a 2.8 GHz i7 CPU and 4 GB RAM. 

In this kind of data accuracy of the classification can’t be calculated by finding the ratio 

of total number of true positives (TP) and true negatives (TN) among all the values.  

The value of true negatives will outweigh others and will give similar accuracy for all 

the approaches. So, accuracy should be measured in terms of Precision Recall only. 

Precision(p) and Recall (r) are used to measure the accuracy of the classification 

approached are expressed as shown in the equations 5.10 and 5.11. Here is TP is true 

positive, FP is false positive and FN is false negative. 

𝐩 =
𝐓𝐏

𝐓𝐏+𝐅𝐏
                                                                                                             (5.10) 

𝐫 =
𝐓𝐏

𝐓𝐏+𝐅𝐍
                                                                                                              (5.11) 

Precision p is the number of correctly classified positive examples divided by the total 

number of examples that are classified as positive. Recall r is the number of correctly 

classified positive examples divided by the total number of actual positive examples in 
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the test set. So, precision gives the value of correct classification among the predicted 

ones and recall tells us about the correct values from the existing ones. 

F score combines precision and recall into one measure as shown in Equation 5.12. 

It can be defined as the weighted harmonic mean of the precision and recall of the test. 

So, in a way it measures the balance between precision and recall. 

𝐅 = (𝟐 ∗ 𝐩 ∗ 𝐫)/(𝐩𝐫 + 𝐫)                                                                                         (5.12) 

Here F stands for F score. Higher value of F- Score shows more accuracy. The 

confusion matrix table and table for all the supervised methods are as shown below. As 

we can see from the confusion matrices that number of true negatives are too large in 

number. These are the points which are detected not to be outlier and they are actually 

not outlier points in the trajectories of RFID supply chain paths. The main focus here 

is to classify the accurate number of outliers from the actual ones. The results are as 

shown in confusion matrices because outliers are rare events and so is the case with 

supply chain process. 

Tables 5.2, 5.3, 5.4 and 5.5 give the confusion matrices for different supervised 

approaches used in the thesis work. They give the comparative analysis of XGBoost, 

Hidden Markov Model, Recurrent Neural Network and LSTM in terms of number of 

false positives, false negatives, true positives and true negatives.  

Here the number of true negatives is quite large in number as compared to true positives, 

false positives and false negatives because here the classification is done on rare events 

i.e. outliers. Outliers are abnormal events which are not frequent in occurrence. 

Table 5.2 Confusion Matrix for RNN 

N=10575 Predicted (Positive) Predicted (Negative) 

Actual (Positive) 63 19 

Actual (Negative) 13 10480 
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Table 5.3 Confusion Matrix for LSTM 

N=10575 Predicted (Positive) Predicted (Negative) 

Actual (Positive) 72 10 

Actual (Negative) 5 10488 

 

Table 5.4 Confusion Martix for HMM 

N=10575 Predicted (Positive) Predicted (Negative) 

Actual (Positive) 44 38 

Actual (Negative) 28 10465 

 

Table 5.5 Confusion Matrix for XGBoost 

N=10575 Predicted (Positive) Predicted (Negative) 

Actual (Positive) 58 24 

Actual (Negative) 23 10470 

 

Table 5.6  Comparison between different Models 

  

Model Precision Recall F-Score Training 

Time (Secs) 

Prediction Time 

(secs) 

LSTM .94 .88 .90 256 2.34 

RNN .83 .77 .79 82 1.4 

HMM .67 .54 .59 2830 18.3 

XGBoost .72 .71 .71 340 1.1 
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If we analyse the table graphically as shown below then we can see that LSTM has 

better precision, recall and F score as compared to RNN, XGBoost and HMM. The 

results show the worst performance of HMM among all. Training time is also quite high 

for HMM and has a remarkable difference from XGBoost, RNN and LSTM. For rest 

of the three the training time is quite comparable. Same is for prediction time.Figure 

5.10,5.11 and 5.12 shows the results graphically. 

 

Figure 5.10. Comparative Analysis of F- Score 

 Figure 5.11. Comparison of Training Time 
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Figure 5.12. Comparison of Prediction Time 

 

5.7  CONCLUSION 

All the above figures 5.10, 5.11, 5.12 and table 5.6 can be interpreted for the 

performance of LSTM with other classification algorithms for prediction of outliers. 

The number of true positives found in LSTM is far better than number of True positives 

found using other techniques. Though the time taken in RNN is better than LSTM but 

the difference is very less as compared to the accuracy measure. 

 HMM shows the worst performance with maximum number of false positives and 

negatives. Also, the time taken for prediction is also much beyond the value of time 

taken by model designed by rest of the approaches. XGBoost also performs better in 

terms of time taken and performance wise shows similar to RNN. So, overall LSTM 

gets the lead both in terms of accuracy as well as time taken for the prediction. 
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CHAPTER 6: CONCLUSION AND FUTURE SCOPE 

RFID technology has a great impact on the monitoring and controlling of processes in 

an automated manner. It is a great challenge to handle such a massive data in an 

effective manner. In this work we have proposed techniques for outlier detection and 

prediction successfully. The more detailed conclusion about proposed work and future 

insights are given in the coming sections. 

6.1 CONCLUSION 

The domain studied in the research work is supply chain management with RFID 

networks. Due to the continuous generation of data by readers and tags, there is lot of 

data stored by the systems attached to the readers. This data can carry lot of information 

about the processes involved in supply chain network and must be used effectively for 

analysis. Despite being the automated system, it is not full proof and lot of issues need 

to be checked like uncertainty in the data, generation of false positives, false negatives 

and redundant data, environmental and physical factors affecting the correct data 

information. 

Data mining on such data is very important for the proper monitoring of the processes. 

Our research work is focussed on the path deviation related anomalies in the supply 

chain process which is RFID enabled. A comprehensive framework is developed by us 

that can handle various tasks starting from pre-processing of the data then finding 

outlier paths in the supply chain network and also predicting the outlier points in 

anticipation based on the historical data about the outliers. Here outliers can be due to 

many factors like change of normal scheduled path because of traffic or poor weather 

conditions, it can be due to any theft case also due to which the regular or normal path 

is deliberately avoided by the carrier of tagged objects, it may be due to malfunctioning 

of the carrier carrying the tagged objects due to which the objects are not read by the 

reader according to their  scheduled time and location of read.  
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The proposed framework addresses the following key challenges present in tracking of 

RFID tagged objects:  

i. Data cleaning 

ii. Outlier Detection 

iii. Predictive Analysis of outliers 

Contribution i: 

Data is generally not clean. Many tags are not detected at all or read incorrectly. 

Multiple reads of the same objects lead to the redundant data generation. This uncleaned 

data needs to be pre-processed for cleaning so that it can be further used for analysis. 

Many cleaning methods are discussed in detail with their pros and cons. It may be 

concluded from the literature survey that middleware system cleaning methods based 

on sliding window are the most commonly used methods and can effectively reduce 

number of false positives, false negatives and redundant data. The technique used in the 

thesis is based on the adaptive sliding window cleaning known as window sub range 

detection method. It is tested for single tag reading by the readers within a particular 

time frame in such a way that the readings shouldn’t be missed and shouldn’t be read 

when not in the range of reader. It’s quite an effective method, good enough to reduce 

the number of errors up to 70%. Along with WSTD method which is based on statistical 

sampling through binomial distribution, Poisson distribution method is also used to 

check the probability of the number of tags that can be read within a particular time 

interval, given the average number of tags reads within that time interval by the readers. 

It can help in checking errors of tag reads for any time frame. Also, the change in sliding 

window size according to number of read cycles or epochs is also analysed. It can be 

helpful in checking the optimal number of epochs required for change in window size. 

Contribution ii: 

Outliers in any datasets are rare recordings as outliers or anomaly are rare events. 

Generally, such kind of information is not available historically and in such a scenario, 

a system should be available which can analyse the anomalous situation by checking 

the deviation from the normal state. Our second layer of the proposed framework does 

the same and we have used an unsupervised approach to find out outlier points in the 

supply chain network.  The core of the dissertation uses the RFID data schema for 
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mapping the raw data with other tables like product information, detailed location 

information, time hierarchy, manufacturer information and so on. The data is 

transformed to trajectory or path data and then this transformed data is used to check 

for abnormal or outlier paths. Since no training dataset is available in this layer which 

can have information about any previously tracked outlier points in the trajectory, a 

novel density-based technique is proposed to find out the outlier trajectories from the 

normal ones. The normal scheduled trajectories are already available and any new set 

of trajectories can be checked for any outlier points by doing clustering and finding out 

the clusters with scarce number of trajectories. They would be the outlier ones. The 

technique used in the thesis work is a blend of DBSCAN with dynamic time warping 

method. The combination of the two is giving reasonably good results in comparison 

with traditional clustering methods like k-means, hierarchical and basic DBSCAN. In 

fact, these basic clustering methods are also modified for trajectory clustering rather 

than point to point clustering. The unit of data to be clustered is trajectory here rather 

than a point object. They are all based on Euclidian distance measure unlike in our 

proposed algorithm where dynamic time warping measure is used and in terms of 

accuracy in finding the outlier trajectories, it has outperformed others. The reason for 

this performance is its consideration of temporal factor with variation of speed of 

different objects in a particular trajectory. The accuracy achieved is 91.2% which is 

considerably good in case of an unsupervised approach. 

Contribution iii: 

Once the data is available with outlier points in the trajectory, it can be exploited for 

further analysis and prediction of likely outlier points can be really helpful to the 

stakeholders in the supply chain path for avoidance of those paths which may be 

anomalous or consisting outlier points. Since RFID data can be expressed in terms of 

time series, recurrent neural networks can be the used for path prediction. Recurrent 

neural network is a self-learning technique which can save information about the 

previous time steps and predict the future time steps. Along with recurrent neural 

networks, methods like hidden Markov model and decision tree-based ensemble 

methods are also used for path prediction as studied in the literature. In the thesis work 

all the methods are compared for prediction of outliers in the trajectory of tagged objects 

in supply chain, with a variation of recurrent neural networks known as Long Short-
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Term Memory (LSTM) method with tuned hyperparameters. The system was 

implemented using Python language environment. The other supervised methods such 

ad XGBoost are compared for their training time, prediction time, precision and recall. 

It has been observed that LSTM has outperformed others when the length of trajectory 

or sequence time series is too long.  

6.1. FUTURE SCOPE 

The combination of the above-mentioned sub-systems combine to give a full-fledged 

outlier detection in RFID enabled supply chain process. Detection of anomalies or 

outliers can also be used in to reduce congestion in the traffic, tracking of products and 

can be helpful to transportation engineers in forecasting traffic and designing of road 

networks. Still in terms of accuracy and speed of performance further improvement is 

needed due to size, complexity and dynamics of RFID data. In our research main 

emphasis is on developing algorithms for outlier detection and prediction of deviation 

supply chain data. 

Therefore, in our view, the proposed techniques can be further enhanced in the 

following directions. One of possible directions of future work is to improve the 

efficiency of the presented algorithms by applying more sophisticated data structures 

like spatial indexes, R* tree in TRAJODBSCAN algorithm. We envisage optimisation 

of the algorithms in the continuation work. Optimisation of the proposed methods can 

be done by using meta-heuristic techniques. Another direction is performance 

enhancement with increased parallelism and distributed environment by using complex 

networking of supply chain nodes. The RFID data generated in the system is a massive 

data which is continuously generated and with the usage of big data map reduce based 

infrastructure, the performance can be further improved as the processing could be done 

in distributed environment with parallel computations. 

The current work has focused upon the outliers related to deviation from the normal 

path but future work should not only focus on addressing the missed reads and path 

deviation but also differentiating between addition or reduction or stealing of products 

on the way to supply chain path.  
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The outlier framework designed can be extended to be used in the inventory 

management in RFID enabled supply chain process. Poisson distribution [100] can be 

also be used for RFID data cleaning in order to get the probability of the occurrence of 

the events in a particular time interval, given the average occurrence of the event within 

the given interval. 
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