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ABSTRACT 

Digital Image processing is one of the viable areas of research. As technologies are 

advancing and becoming much cheaper than earlier, in last one decade digital image 

processing converting into integrated part of daily life, area of interest of researcher 

and scientist. 

Computer vision, digital image processing and image analysis are areas which are 

complementary to each other. Due to efficiency in human eye, a man can see only 

things that falls under a limited portion of electromagnetic spectrum (EM). Machine 

vision is the area that provides visibility in other part of EM.  

Image analysis analysed whole image or any part or object of image to achieve any 

specific objective. Digital Image processing consists of various techniques (viz. Image 

acquisition, enhancement, restoration, compression, segmentation and recognition) 

that can be applied for solving any particular problem related to images. These 

techniques of digital image processing can be either combined together or applied 

autonomously to solve any problem. Among the digital image processing techniques 

image enhancement and image segmentation are very common and interesting 

methods. 

Image enhancement method improves the quality of image by diminishing the 

unwanted elements of image and enhanced the presentation image’s objet that are of 

our interest. Segmentation subdivides an image into its constituent parts or objects. 

The level to which this subdivision is carried depends on the problem being viewed. 

The proposed work analysed image detection techniques for infrared image of small 

boats in sea water to detect presence of boat.  

Moreover, black and white spots are introduced into images during acquisition, 

transmission, and flooding waves. Therefore, aggregation operator based filter 

introduced to remove noise in sea water image.  

Synthetic aperture radar or SAR images are used by Sub-aperture Cross-Correlation 

Magnitude (SCM) method   as input to produces clear image of ships. 
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Edge detection is in particular one of the staple and popular segmentation techniques. 

This work analysed ant colony optimization (ACO) based technique of edge 

detection. To detect edges of ship fuzzy triangular membership function based ACO 

technique is introduced. Further, performance of proposed method is compared with 

fuzzy C- means ACO algorithm. The outcome of proposed work shows clear edges of 

small and partial objects in less time. 

Proposed ACO based technique is followed by comparison of Gradient based edge 

detectors (viz.  Perwitt, Sobel Operator) and Laplacian filter like LoG, Cannys and 

Roberts Edge Detection Method. Major findings of proposed research can be divided 

in to two parts. Firstly, findings based on enhancement techniques and secondly 

image segmentation techniques. 

In first category, fuzzy linguistic quantifier based filter is introduced to remove salt 

pepper noise. As discussed earlier this noise introduces due to flooding waves of sea 

water. Fuzzy linguistic quantifier namely ‘at least half’, ‘most’, and ‘as many as 

possible’ were introduced by Yager in 1988. To remove impulse noise ‘most’ 

quantifier is used. The performance of this naïve filter is compared with median filter 

in terms of signal to noise ratio. Even though median filter is better known for 

removing impulse noise, but proposed filter shows better performance. 

Second category, is segmentation based methodologies. That are further divided into 

dissimilarity and similarity based techniques. In first type to detect edges of a small 

boat triangular membership function based Ant Colony Optimization methodology. A 

final pheromone matrix constructed to reflect the edge information or degree of 

edginess. Heuristic information (η) is based on degree of edginess because movement 

of ant is trigger by greater degree of edginess at its neighborhood. 8-pixel 

neighborhood considered η is given by triangular fuzzy membership function. 

Besides this, in discontinuity based image segmentation, pros and cons of gradient 

based edge detectors and Laplacian based methods are compared.  The findings are, 

gradient based edge detectors are easy to implement, but time consuming and more 

sensitive towards noise. Laplacian based edge detection gives better detection 

especially in presence of noise, but malfunctions at corners and curves. 
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The key objective of using thresholding is to produce a clean segmented image of 

targeted ship by eliminating the noise and flood waves. Hence there is a requirement 

of a method that can be specifying threshold ‘T’.  

Global thresholding is one of the successful similarity based technique in highly 

controlled environment, whereas sea water is much uncontrolled environment. Hence 

to targeted ship, the image is processed by Ordered Weighted Averaging (OWA) 

method and produces promising results.  It is also observed threshold produces by  ‘at 

least half’, and ‘as many as possible’ linguistic quantifier are better in terms of 

histogram based threshold. 

 

  

   

  



vii 

 

. TABLE OF CONTENTS 

 

Candidate Declaration         i 

Certificate from Supervisor         ii 

Acknowledgement          iii 

Abstract          iv 

Table of Contents         vii 

List of Tables                     xi  

List of Figures          xii 

List of Abbreviations         xv 

 

CHAPTER NO. PAGE NO. 

I  

1.1 

1.2          

       

    

1.3 

                                               

               

1.4 

                     

            

1.5 

1.6 

1.7 

1.8 

1.9 

INTRODUCTION 

INTRODUCTION 

UNDERSTANDING OF DIGITIZATION OF REAL LIFE 

IMAGES  

1.2.1 Basic Properties of Digital Images                                                 

IMAGE BRIGHTNESS AND BIT DEPTH                                  

1.3.1 Colour Space Models                                                                

1.3.2 Digital Image Storage Requirements                               

TYPES OF IMAGE SEGMENTATION                                     

1.4.1 Discontinuity Based Detection                                                        

1.4.2 Similarity Based Segmentation Techniques                              

MOTIVATION FOR THE STUDY                                       

OBJECTIVES OF RESEARCH                                  

RESEARCH METHODOLOGIES                                       

DESCRIPTION OF THESIS CHAPTERS      

CONTRIBUTION 

1-30 

1 

3 

                   

4 

12 

17 

19 

22 

23 

23 

24 

25              

26              

27                                       

30 



viii 

 

II 

 

 

 

 

 

 

 

 

 

2.1 

2.2 

 

 

 

 

2.3 

 

LITERATURE REVIEW 

INTRODUCTION  

LITERATURE SURVEY 

2.2.1 Segmentation Based on Similarity 

2.2.2 Segmentation Based on Similarity 

2.2.3 Segmentation Based on Dissimilarity 

2.2.4 Soft Computing Based Techniques  

RESEARCH GAPS 

31-42 

31 

31 

31 

33 

35 

36 

41 

    III 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.1 

3.2 

 

3.3 

 

3.4 

 

3.5 

 

 

3.6 

3.7 

DETECTION OF SMALL OBJECT IN INFRARED IMAGES  

INTRODUCTION                                                  

THRESHOLDING                                                                        

3.2.1 Formalization of Global Thresholding                             

SOBEL OBJECT  DETECTION ALGORITHM ON INFRARED 

IMAGE                                                                                   

ORDERED WEIGHTED AVERAGING METHOD                                  

3.4.1 Yager’s OWA Operator Weights Methods             

PROPOSED METHODOLOGY                                          

3.5.1 Proposed Algorithm                                                    

EXPERIMENTAL WORK AND RESULTS                  

CONCLUSION & FUTURE DIRECTIONS  

43-53 

                 

43             

43              

44             

44 

                 

45 

46 

47              

47 

48 

53 

 

IV  

 

4.1 

4.2 

4.3 

4.4 

 

 

4.5 

DE-NOISING INFRARED IMAGE OF SHIP UNDER  SEA 

WATER                                                                          

INTRODUCTION                                                    

COMPUTATION OF MEDIAN FILTER                          

COMPUTATION OF OWA BASED FILTER    

EXPERIMENTAL WORK                                                                                                                                                                                                                                                                                                         

4.4.1 Weight Calculation                                                            

4.4.2 Estimation of Intensity Values                                    

RESULTS AND DISCUSSION                                                   

54-72 

 

54 

56 

57 

58 

59 

59 

59 



ix 

 

4.6 

4.7 

ANALYSIS OF OWA FILTER WITH MEDIAN FILTER                                                   

CONCLUSION AND FUTURE DIRECTIONS 

71 

72 

 

V  

 

 

5.1 

5.2 

 

5.3 

 

5.4 

 

 

5.5 

 

SUBBAND EXTRACTION STRATEGIES IN SHIP 

DETECTION WITH THE SUBAPERTURE CROSS-

CORRELATION MAGITUDE                        

INTRODUCTION                                                            

IMPROVED SCM ALGORITHM OR I-SCM                            

5.2.1 Variation of Subaperture Bandwidth            

EXPERIMENTAL WORK AND RESULTS                                                              

5. 3. 1   Results of SCM+                                               

PERFORMANCE ANALYSIS OF IMPROVED SCM OR I- SCM                                                                                   

5.4.1 Coefficient of Variations (CV)                                              

5.4.2 Spatial Resolution (SV)                                               

CONCLUSIONS AND FUTURE WORK 

73-83 

 

                  

73 

75 

77             

78             

78              

81             

81             

82              

83 

 

VI  

 

6.1 

6.2 

6.3 

6.4 

6.5 

 

 

 

 

 

6.6 

6.7 

 

 

IMAGE EDGE DETECTION BASED ON  MODIFIED ANT 

COLONY OPTIMIZATION                                           

INTRODUCTION                                                                               

ANT COLONY OPTIMIZATION (ACO) BIO-INSPIRED TECHNIQUE 

APPLICATION OF ACO ALGORITHMS                           

EXPLANATION OF ACO                                                           

PROPOSED ACO BASED APPROACH  FOR  EDGE 

DETECTION                                                                                                         

6.5.1 Read Image                                                                                     

6.5.2 Initialization Process                                                                      

6.5.3 Iterative Construction and Update Process                                     

6.5.4 Decision Process                                               

EXPERIMENTAL WORK AND RESULTS                       

CONCLUSION AND FUTURE DIRECTIONS 

 

84-96 

 

84 

86 

86 

88 

90 

                 

90                             

90 

91 

92 

92             

96 

 



x 

 

VII  

 

7.1 

7.2 

 

 

7.3 

 

 

 

7.4 

7.5 

7.6 

ANALYSIS OF EDGE DETECTION ALGORITHMS AND 

NOISE FILTERS                                                    

INTRODUCTION                                                                  

GRADIENT BASED EDGE DETECTORS                                 

7.2.1 Prewitt Detectors                                                                  

7.2.2 Sobel Edge Detectors                                                              

LAPLACIAN BASED EDGE DETECTORS                               

7.3.1 Laplacian of Gaussian or  (LOG) Edge Detection Method 

7.3.2 Roberts Edge Detection Method                                          

7.3.3 Canny Edge Detection Method                                               

PERFORMANCE OF EDGED DETECTION METHODS        

ANALYSIS OF EDGE DETECTION TECHNIQUES        

CONCLUSION AND FUTURE DIRECTIONS 

97-107 

 

97 

97 

98 

98 

99 

99 

100 

100 

101 

107 

107   

 

VIII  

8.1 

8.2 

8.3 

 

CONCLUSIONS, FUTURE SCOPE AND LIMITATIONS 

CONCLUSIONS 

FUTURE SCOPE 

LIMITATIONS OF STUDY 

108-110         

108 

110 

110 

  References 

List of Publications out of Thesis 

111-125 

126-127 

  Brief Profile of Research Scholar 128 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



xi 

 

 

 

Tables 

LIST OF TABLES 

 

Description 

 

 

Page No 

 

1.1     

1.2   

4.1        

4.2   

4.3          

4.4   

5.1  

6.1 

 

 

Bit Depth, Gray Levels and Sensor Dynamic Range                              

File Format Memory Requirements                                                                  

3x3 mask                                                                                             

Values of Intensities in Neighborhoods                                                                   

Estimation of Weight                                                                                

SNR of proposed Filter and Median Filter                                          

Performance of SCM –I in terms of Coefficient of variations 

Performance of Proposed Algorithm 

 

 

 

14         

21         

37        

58          

59              

72                  

82        

96 

 

 

  



xii 

 

LIST OF FIGURES 

Figure Description Page No 

1.1 Fundamental Steps in Image Processing Techniques 2 

1.2                                     

1.3                                                   

1.4                    

1.5                   

1.6                            

1.7        

1.8     

1.9  

1.10 

1.11 

Infrared Image of Ship under Sea Water                                                  

Digital Representations of Image Data                                          

Creation of Digital Image                                                                   

Sampling and Quantization of Image Data                                

Representation of Image in 2-D Array Form                                         

Sampling Frequency Effects on Image Fidelity                                              

Bit Depth and Gray Levels in Digital Images                                           

Trades Off Between Resolution and Appearance                                              

RGB  Space Model                                                                                     

CMY  Space Model 

3                

4                       

5                           

6                               

7                             

9                      

13          

15                     

17                      

18 

3.1a Linguistic  Quantifier  “most” 46 

3.1b Linguistic Quantifier  “at least half” 47 

3.1c Linguistic  Quantifier  “as many as possible” 47 

3.2    

3.3 

Infrared Image of Ship under Sea Water                                       

Output of  Sobel object detection algorithm 

48        

49 

3.4 Output of  Most Linguistic Quantifier 50 

3.5 Output of As Many As Possible Linguistic Quantifier 51 

3.6 Output of  At least Half Linguistic Quantifier Values 52 

4.1 Sample Images (a) Leena (b) Zelda (c)Barbara (d) Gold hill                  

(e) Boat (f) Cameraman 

55 

4.2 Sample Images   (a) Aeroplane (b) Arctichare (c) Baboon (d)Boy (e) Cat (f) Ship 56 

4.3    

4.4    

4.5        

4.6            

4.7          

4.8                

4.9            

Summary of OWA Method                                              

Comparative Images of Leena                                           

Comparative Images of Zelda                                           

Comparative Images of Barbara                                         

Comparative Images of Camera Man                                     

Comparative Images of Boat                                                

Comparative Images of Gold Hill                                               

58        

60               

61                                

62       

63       

64               

65        



xiii 

 

4.10     

4.11 

4.12       

4.13      

4.14    

4.15              

5.1               

5.2                                                                                                                  

 

5.3 a   

5.3 b    

5.4 a 

5.4 b   

5.5 a 

5.5 b    

5.6 a 

5.6 b   

5.7        

6.1         

6.2           

6.3           

6.4            

6.5     

6.6    

6.7    

6.8     

7.1        

7.2              

7.3                                        

7.4                                                                                  

Comparative Images of Aeroplane                                                     

Comparative Images of Architect                                            

Comparative Images of Baboon                                                    

Comparative Images of Boy                                                     

Comparative Images of Cat                                                        

Comparative Images of Ship                                                                   

Flow Chart of  the Sub Aperture Processing Algorithm                                                                                      

Variation of the subaperture bandwidth BS within an azimuth 

spectrum with bandwidth B. (Right) Case BS  = 3B/4 has 

partial overlap between the subbands                                                

Input image of SAR data set 1                                                              

Output of SAR data set 1                                                                 

Input image of SAR data set 2                                                           

Output of SAR data set 2                                                                

Input image of SAR data set 3                                                            

Output of SAR data set 3                                                                  

Input image of SAR data set 4                                                            

Output of SAR data set 4                                                               

Influence on spatial resolution for β>0.5                                

Original Image of Ship under Sea Water                            

Movement of Real Ants                                                                   

Ant Systems for Pixels Selection                                            

Triangular Membership Function                                             

Extracted Edge Information by using Proposed Method  

Outcomes  of ACO Based Edge Detection of Small Ship 

Outcomes  of ACO Based Edge Detection of Partial  Ship 

Outcomes  of ACO Based Edge Detection of Girl‘s Image                                         

Convolution Masks of the Prewitt Edge Detector             

Convolution Masks of the Sobel Edge Detector          

Convolution Masks of the LoG Edge Detector with 4- 

Neighborhood                                                                   

Convolution Masks of the LoG Edge Detector with 4- 

66           

67                  

68                                 

69                    

70        

71        

76         

78 

 

79           

79             

79               

79        

80       

80        

80       

80       

82        

85       

87       

88               

91        

93       

94       

95       

95       

98        

99       

100 

100 



xiv 

 

                  

7.5    

7.6           

7.7             

7.8                 

7.9           

7.10             

.      

7.11 

7.12 

Neighborhood                                                                

Convolution Masks of the Robert Edge Detector                            

Canny Convolution Masks for Vertical Edge Detection                    

Canny Convolution Masks for Horizontal Edge Detection     

Edges of Ship generated by Prewitt Edge Detector                         

Edges of Ship generated by Sobel Edge Detector                         

Edges of Ship generated by Laplacian of Gaussian Edge 

Detector                                                                                            

Edges of Ship  generated by Roberts Edge Detector                            

Edges  of  Ship  generated by Canny Edge Detector 

 

100        

101        

101          

102        

103 

104          

.        

105       

106 

   

   

 

 

 

 

 

 

 

 

 

 



xv 

 

LIST OF ABBREVIATIONS 

Symbol Description 

EM Electromagnetic Spectrum 

AI Artificial Intelligence 

OWA Ordered Weighted Averaging 

LoG Laplacian of Gaussian 

SCM Subaperture Cross correlation Magnitude 

RGB                                                       

CMY                                   

HSI                            

HSL                                 

HSB                                

TIFF                        

JPEG                             

BMP                        

SAR 

Red, Green, and Blue                                                                              

Cyan, Magenta, Yellow                                                                               

Hue, Saturation, and Intensity                                                                 

Hue, Saturation, Lightness                                                                   

Hue, Saturation Brightness                                                                   

Tagged Image File Format                                                                                     

Joint Photographic Experts Group                                                      

Bitmaps                                                                                                 

Synthetic Aperture Radar 

ACO  Ant Colony Optimization 

GHP Gradient Histogram Perserving 

GA Genetic Algorithm 

ANN Artificial Neutral Network 

SOFM Self -organization of Kohonen Feature Map 

WPS Windows Per Second  

HMIiOL Human-Machine Interaction in Object Level 

SLC Simple Look Complex 

SLI                                 

DPCM                                   

SCM 

Simple Look Intensity                                                               

Differential Pulse Code Modulation                                                                        

Sub-aperture Cross-Correlation Magnitude 

ISCM Improved Subaperture Cross correlation Magnitude 

FFT Fast  Fourier Transfer 

IFFT                          

GHP 

Inverse Fast  Fourier Transfer                                                            

Gradient Histogram Preservation 



xvi 

 

CV Coefficient of Variations 

SV Spatial Resolution  

RADAR Radio Detection & Ranging 

TCR Target- to-Clutter Ratio 

  

  

  

  

  

 



1 

 

CHAPTER I 

INTRODUCTION 

 

Images are one of the ancient tools of information transformation. Single image can 

communicate more than thousand words. Significant progress in the development of 

machine vision and digital image processing or image processing technology has been 

made in recent past in conjunction with improvements in computer technology. 

Equipment for machine vision and image processing has been reduced in cost, size, 

and weight, can be installed in most places and is accessible for civilian use.  

Machine vision and image processing are used increasingly in life sciences, materials 

science, photography, and other fields. Images in real world are proportional to the 

energy radiated by the source. Image Analysis is the collection of processes in which 

a captured image that is prepared by image processing is analysed in order to extract 

information about the image and to identify objects or its environment.  

Computer vision is one of the progressing research areas that can emulate human 

vision in near future. Computer vision takes visual by sensors.  Image analysis is the 

field of engineering that binds digital image processing and computer vision in 

common territory. 

On the seminal line digital image processing refers to process the digital form of 

images generated by means of digital devices. Some of the techniques are enlisted 

here, Image acquisition, enhancement, restoration, compression, segmentation and 

recognition and many more. Figure 1.1 is summarizing all the important image 

processing techniques [18]. It is not necessary every process is applied to an image. 

Some methods take input as image and produces as the output, whereas some methods 

produce as output which is not a complete image but extracted features of image. 

Hence the processes shown in figure 1.1 convey an idea all the methodologies that can 

applied to images for different purposes and objectives. In proposed research image 

enhancement and segmentation techniques are analyzed, compared, and developed. 

Diagrammatic representation of proposed work is shown in figure 1.2. 
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Figure 1.1 Fundamental Steps in Image Processing Techniques 
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Figure 1.2 Methodologies applied to images  

 

1.2 UNDERSTANDING OF DIGITIZATION OF REAL LIFE IMAGES 

A real life picture is taken by a microscope, telescope, camera or any other optical 

device shows a non-discrete varying array of colour tones and shades. Camera used to 

produce the video images or film which are subset of all possible images and 

comprise a varied spectrum of intensities, that are ranging from dark to light and a 

variety of colours that can have just about any imaginable hue and saturation level.  

Images of this type are referred to as analog image, because the various combinations 

of tonal shades and hues blend together without disruption to generate a faithful 

reproduction of the original scene. Illumination and reflection are two components to 

generate intensity. Energy radiated by image is continuous electromagnetic waves, 

while the machines (electronics devices) cannot understand, store and transmits 

analog frequency based data. Moreover, perceiving the world by using eyes is one of 

the most important parts of human sensory system. But, human being can see only 

images which are generated by sources that falls within visual band (wavelength of 

700 nanometer to 400 nanometer) of Electromagnetic Spectrum (EM). EM varies 
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from radio waves, microwaves, infrared waves, X-rays up to gamma rays. Hence, 

visual wavelengths share a very small portion of entire EM.  

Therefore images those are generated by a source of nonvisible energy band, should 

be visualize, process, and analyzed by some machine before producing in front of 

naked eyes. Hence, digitization of real world objects is needed.  

 

Figure 1.3 Digital Representations of Image Data 

1.2.1 Basic Properties of Digital Images 

The images that are continuous in nature generated by electronic instruments, analog 

and optical devices, which precisely record image data by numerous methods, like as 



5 

 

variations in electrical signal or variations in chemical properties of a film emulsion 

that changes over all dimensions of the image continuously. Analog image must be 

transformed into a digital format or computer-readable form in order to be processed 

and displayed by a computer. Therefore images are defined by two dimensional or 

three dimensional array in digital devices.  

This process of digitization is applied to all images, irrespective the complexity and 

origin and whether they exist as white (grayscale) or full colour and black colour. Due 

to simplicity of grayscale images, these images will serve as a primary model. 

 

Figure 1.4 Creation of Digital Image 

To obtain a digital format of a continuous time image, two operational processes 

known as sampling and quantization are used to convert the analog image                

into individual brightness values as shown in figure 1.5. The miniature young    

starfish captured with the help of an optical microscope is shown in analog form in 

figure 1.5 (a). 
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Figure 1.5 Sampling and Quantization of Image Data 

After sampling process digital form of analog signal is represented in figure 1.5 (b) 

and then figure 1.5 (c) represents two dimensional array, the level of brightness at 

particular points in analog image are obtained and then converted into integers in 

quantization process shown in figure 1.5 (d). With the help of this process the image 

is converted into an array of discrete points that every point exhibits particular 

information about tonal range and brightness and can be represented by a particular 

digital data value in a specific place.  

The intensity at successive locations in the image is measured by sampling process 

and it produces a two-dimensional array having small rectangular blocks which is 

representing the intensity information. After completion of sampling process the 
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resulting information is quantized to allocate a particular digital brightness value to 

sampled information which is changing from black to white through all intermediate 

gray levels. This process resulted in intensity in the form of numerical representation, 

which is generally mentioned as pixel or picture element for each sampled 

information point in the array. 

Because in general, images are either rectangular or square, hence each pixel resulted 

from image digitization is represented in a Cartesian coordinate system, denoted by a 

coordinate-pair with particular x and y values. The x coordinate of the pixel represents 

the column location or horizontal position, while the y coordinate of the pixel 

represents the vertical position or row number. By convention, the picture element or 

pixel located at coordinates (0,0) is placed in the upper left-hand corner of the array, 

while a pixel Px placed at (1,3) would be positioned where the 1
st
 column and 3

rd
  row 

intersect each other.  

   Px 

    

    

Figure 1.6 Representation of Image in 2-D Array Form 

In most of cases, the pixel number is represented by x location and the line number is 

represented by y location. Hence, a digital image is consisting of a square or 

rectangular picture element or pixel array denoting a sequence of intensity values and 

arranged through an (x,y) coordinate system. In actual, the image is represented by a 

large sequence of data values or array of numbers so that computer can interpret the 

array which is used to produce a digital representation of the original scene. 

The image resolution, representing the quality of a digital image, is determined by the 

range of brightness values available for every pixel and number of picture elements or 

pixels used in the image. The image resolution is represented as the capability of the 

digital image to regenerate fine details presented in the actual analog image. The 

number of pixels used in construction and rendering a digital image is termed as 

spatial resolution generally. Spatial resolution depends upon how minutely the image 
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is sampled in the process of acquisition or digitization, the images having higher 

spatial resolution represents a greater number of pixels comprise in the same physical 

space or dimensions. Hence, if the number of pixels acquired in the sampling and 

quantization process of a digital image increases, then spatial resolution of the image 

increases. 

The number of pixels used to produce a digital image or sampling frequency is 

determined by matching the electronic and optical resolution of the imaging 

instrument and computer system used for the visualization of the image. In the process 

of sampling and quantization a sufficient number of pixels should be generated so that 

a faithful representation of the optically acquired or original scanned image can be 

done. A substantial amount of detail can be lost, if the analog images are not properly 

sampled, as shown in figure 1.7. Either a scanned image or a photograph can be 

represented as original analog signal as shown in figure 1.7 (a). Before sampling and 

digitization the continuous intensity variations plotted as a function of sample position 

are displayed by the original image. As illustrated in figure 1.7 (b), when the size of 

digital samples taken is 32, most of the characteristic intensities and spatial 

frequencies that were present in the original analog image, are retained in the resulting 

image.  

If the sampling frequency is decreased as shown in (figure 1.7 (c) and figure 1.7 (d)), 

some information like characteristic intensities and spatial frequencies that were 

present in the original analog image are now lost or missed in the conversion from 

analog to digital and a phenomenon commonly known as aliasing starts to occur. As 

shown in figure 1.7 (d), the digital image with the lowest number of samples taken as 

8, aliasing has occurred and it produced a loss of high spatial frequency data. 

Simultaneously aliasing has introduced spurious lower frequency data that was not 

present actually. When the original analog image is compared to the digital image in 

figure 1.7 (d), this effect is exhibited by the loss of peaks and valleys in between 

position 0 and 16. Also the peak present at position 3 in the original analog image has 

now become a valley as shown in figure 1.7(d), while the valley at position 12 has 

now become as the slope of a peak in the lower resolution digital image. 
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Figure 1.7 Sampling Frequency Effects on Image Fidelity 

The optical resolution of the microscope or other optical instruments which are used 

to take the image and the spatial density of the image are associated to the spatial 

resolution of a digital image. The accuracy of the electronic device used for 

digitization depends on the distance between each pixel or sampling interval and the 

number of pixels confined in a digital image. The optical resolution is related to the 

quality of the image sensor, electronics and optics, which is a measurement of the 

ability of the optical lens systems (microscope or camera) that is used to resolve the 
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details existing in the original scene. The optical resolution used to determine the 

overall spatial resolution of the image in conjunction with the spatial density i.e.  

number of pixels in the digital image. In scenario where the optical resolution of the 

optical imaging system is better to the spatial density, then the spatial resolution of the 

resulting digital image is determined only by the spatial density. 

A digital image primarily consists of image elements or pixels. Every image elements 

contain details ranging from very coarse to extremely fine which are composed of 

brightness transitions that cycle between various levels of light and dark. The cycle 

rate amongst brightness transitions is known as the spatial frequency of the image 

wherein higher rates corresponds to higher spatial frequencies. Varying levels of 

brightness in microscopic specimens observed through the microscope are common 

with the background usually consisting of a uniform intensity and the specimen 

exhibiting a spectrum of brightness levels. The spatial frequency varies only slightly 

across the view field in areas where the intensity is relatively constant (like in 

background). Then again, many specimens often exhibit details with extremes of light 

and dark having a wide gamut of intensities in between. 

For an image to be processed suitably on computer, it must be digitalized spatially as 

well as in amplitude. Digitization of the spatial coordinates is called image sampling 

and the distance between pixels is known as sampling interval. The accuracy with 

which a digital camera is able to capture details accurately, specifically related to 

spatial frequency, is dependent upon the sampling interval. The numerical value of 

each pixel in the digital image represents the intensity of the optical image averaged 

over the sampling interval. Thus, background intensity will consist of a relatively 

uniform mixture of pixels, while the specimen will often contain pixels with values 

ranging from very dark to very light. Features seen in the microscope that are smaller 

than the digital sampling interval (have a high spatial frequency) will not be 

represented accurately in the digital image. The Nyquist criterion requires a sampling 

interval equal to twice the highest specimen spatial frequency to accurately preserve 

the spatial resolution in the ensuing digital image. An equivalent measure is Shannon's 

sampling theorem, which states that the digitizing device must utilize a sampling 

interval that is no greater than one-half the size of the smallest resolvable feature of 
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the optical image. In order to to capture the smallest degree of detail present in a 

specimen, two samples need to be collected for each feature so that sampling 

frequency is sufficient thereby guaranteeing that both light and dark portion of the 

spatial period are gathered by the imaging device. 

The final digital image containing details with high spatial frequency will not have 

required accuracy, if sampling of the specimen occurs at an interval beneath that 

required by the Nyquist criterion or Shannon theorem. In the optical microscope, the 

Abbe limit of resolution for optical images is 0.22 micrometers, meaning that a 

digitizer must be capable of sampling at intervals that correspond in the specimen 

space to 0.11 micrometers or less. A digitizer that samples the specimen at 512 points 

(or pixels) per horizontal scan line would produce a maximum horizontal field of view 

of about 56 micrometers (512 x 0.11 micrometers). If fewer pixels are utilized in 

sample acquisition, then all of the spatial details comprising the specimen will not get 

representation in the final image. Conversely, if too many pixels are gathered by the 

imaging device (often as a result of excessive optical magnification), no additional 

spatial information is afforded, and the image is said to have been oversampled. The 

extra pixels do not theoretically contribute to the spatial resolution, but can often help 

improve the accuracy of feature measurements taken from a digital image. To ensure 

adequate sampling for high-resolution imaging, an interval of 2.5 to 3 samples for the 

smallest resolvable feature is suggested. 

Most of the digital cameras that are coupled to modern microscopes and other optical 

instruments have a fixed minimum sampling interval, which cannot be adjusted to 

match the specimen's spatial frequency. It is important to choose a camera and 

digitizer combination that can meet the minimum spatial resolution requirements of 

the microscope magnification and specimen features. If the sampling interval exceeds 

than necessary for a particular specimen, the resulting digital image will contain more 

data than is needed, but no spatial information will be lost. 

Generally an entry-level digital camera produces digital image size of 640 x 480 

pixels, which equals 307,200 individual sensor elements. Most of these entry-level 

digital cameras are designed to be coupled to an optical microscope containing an 

image sensor having pixel dimensions around 7.6 square microns, which produces a 
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corresponding image area of 4.86 x 3.64 millimetres on the surface of the photodiode 

array when the sensor is operating in VGA mode. The ultimate resolution of a digital 

image sensor is a function of the number of photodiodes and their size relative to the 

image projected onto the surface of the array by the microscope optics. A specimen 

imaged with a digital microscope with acceptable resolution can only be achieved if at 

least two samples are made for each resolvable unit. The numerical aperture of lower-

end microscopes ranges from approximately 0.05 at the lowest optical magnification 

(0.5x) to about 0.95 at the highest magnification (100x without oil). Considering an 

average visible light wavelength of 550 nanometers and an optical resolution range 

between 0.5 and 7 microns (depending upon magnification), the sensor element size is 

adequate to capture all of the details present in most specimens at intermediate to high 

magnifications without significant sacrifice in resolution. A serious sampling artefact, 

known as spatial aliasing, occurs when details present in the analog image or actual 

specimen are sampled at a rate less than twice their spatial frequency. This 

phenomenon, also commonly termed under sampling, typically occurs when the pixels 

in the digitizer are spaced too far apart compared to the high-frequency detail present 

in the image. As a result, the highest frequency information necessary to accurately 

render analog image details can pretence as lower spatial frequency features that are 

not actually present in the digital image. Aliasing usually occurs as an abrupt 

transition when the sampling frequency drops below a critical level, which is about 

1.5 times that of repetitive high-frequency specimen patterns, or about 25 percent 

below the Nyquist resolution limit. Specimens containing regularly spaced, repetitive 

patterns often exhibit moir Ã fringes that result from aliasing artefacts induced by 

under sampling. 

1.3 IMAGE BRIGHTNESS AND BIT DEPTH 

Brightness and grey level of any pixel are two important parameter of any image. 

Both are function of energy radiated by any particular pixel.  Brightness of any image 

is function of pixels is relative intensity values after digitization. Digitization is done 

by an analog-to-digital converter.  

Brightness should not be resembled with grey level or degree of energy truly reflected 

from object. Discrete version of analog image explain  brightness  more properly 
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described, “it is  measured intensity of all the pixels comprising an ensemble that 

constitutes the digital image after it has been captured, digitized, and displayed”. Pixel 

brightness is significant component in digital images, because it is used by processing 

techniques to quantitatively adjust the image. 

After an image has been digitized i.e. quantized and sampled, each discrete unit is 

represented either by a digital integer or by an analog grey level value on CRT. 

Brightness is represented by continuous tone intensity within the specimen into a 

digital value.  

 

Figure 1.8   Bit Depth and Gray Levels in Digital Images 
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Accurate representation of real time image in to its machine version depends upon bit 

depth of the digitizing device or simply number of bits going to store one pixel.  So, 

bit depth is function of number of bits that are using to store single pixel. Higher order 

bit depth represents clearer image of any object. If image has 3 bits it represents by 8 

brightness levels, where as 4 bits have 16 brightness levels, as shown in figure 1.8. 

Lowest bit depth represents black, while the upper level represents white colour. 

Moreover each intermediate level corresponds to different shades of gray level. 

Table 1.1 shows relation between gray levels and bit depth very clearly. An upper 

quantity of bit depth results in to better pixel intensity and facilitates accurate 

representation of real time picture. It should be kept in mind; combination of black, 

white, and gray brightness levels constitutes the variation in brightness of the image.  

Table 1.1 Bit Depth, Gray Levels and Sensor Dynamic Range 

Bit Depth Grayscale Levels Dynamic Range (Decibels) 

1 2 6 dB 

2 4 12 dB 

3 8 18 dB 

4 16 24 dB 

5 32 30 dB 

6 64 36 dB 

7 128 42 dB 

8 256 48 dB 

9 512 54 dB 

10 1,024 60 dB 

11 2,048 66 dB 

12 4,096 72 dB 

13 8,192 78 dB 

14 16,384 84 dB 

16 65,536 96 dB 

18 262,144 108 dB 

20 1,048,576 120 dB 
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Colour images are combination of three colours red, green, and blue (RGB). RGB 

based images have different intensity levels consisting of varying brightness levels for 

each colour. To represent ultimate image a fixed ratio of RGB colour combined within 

each pixel. Hence RGB colours are known as primary colours. Colour image 

representation will be discussed shortly. 

In digital devices ‘bit’ is the smallest unit of information. That makes Byte, Kilo 

Bytes, Mega Byte and Tera Bytes.  In binary number system different numbers are 

represented by only two digits i.e. 1 and 0.  Black and white image has 1-bit 

resolution and 2 bit depth. To, digitized image the effect of grey level, bit depth and 

processing speed must be understand. 

 

Figure 1.9 Trade Off Between Resolution And Appearance  
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Lower depth level of bits is resulting in loss of important information. To, understand 

this, an specimen of common flea is shown in figures 1.9 (a) to 1.9(f). The specimen 

is represented by 6-bit (Figure 1.9 (a)) to 1-bit 1.9 (f).  Figure 1.9 (a) has highest 

resolution and displaying maximum details.  Figure 1.9 (c) has 4 bit it means 16 gray 

levels; start to attain loss in visual. Figures 1.9 (d) – 1.9 (f) resolution of grey level is 

gradually decreasing and inadequate to represent information. 

For a majority of the online visual applications, present on output screen used six or 

seven bit resolution. It is typically adequate for displaying digital images on computer 

screen by eight or sixteen bits. 

Finally, the judgment on number of pixels and variety of intensity are essential to 

satisfactorily illustrate an appearance of image is dictated by the materialistic 

attributes of the original scene (or accusation methods.).  

Many low contrasts, high-resolution images require a higher quantity of pixels and 

variety of intensities to construct acceptable image, while other high contrast and low 

resolution images (simple geometric objects) can be sufficiently represented with a 

considerably small number of pixels as well as low gray level.  

Finally, there is a trade-off in processing speed among contrast, number of bits to 

store one pixel, bit depth, and the transmission speed. Images having variations in 

colour depth   will involve more CPU cycles than those having fewer pixels and gray 

levels. However, any advanced machine or electronic devices is proficient in 

processing complex calculations on digital images in general sizes (six hundred forty 

x four hundred eighty through Twelve hundred eighty x One thousand twenty four) 

speedily.  

Images generated by photoshop, Corel draw are larger in size and containing many 

layers, may diminish performance, but can still be processed in less time by using 

high processing power machine as well as personal computers. 

Til now resolution of Gray images has been discussed. A gray image has various 

shades of gray. If 8 bits are used to store gray images, it can generate 256 shades of 
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gray. In next subsection different types of colour level of images are going to be 

discussed. 

1.3.1 Colour Space Models 

Colours are most important components of our life. Without colour nature cannot be 

imagine. A colourful image speaks a lot. So, it is very important to digitized colour 

images also. Digital images produced in colour are involved sampling, quantization, 

spatial resolution, bit depth, and dynamic range that apply to their grayscale 

counterparts.  

Colour model or colour space model can be divided into three types: 

(i) RGB model 

(ii) CMY model 

(iii) HSI model. 

In this section these three models will be discussed in brief. 

RGB Model:  

RGB model shown in figure 1.10 represents into three axis. Red colour is represented 

by x axis, Green colour is represented by y axis, whereas Yellow colour represented 

by z axis of three dimensional space.  

 

 

 

 

 

 

 

Figure 1.10 RGB  Space Model 
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These three primary colours, red, green, and blue, can be selectively combined to 

produce all of the colours in the visible light spectrum. Together, these primary 

colours constitute a colour space (commonly referred to as a colour gamut) that can 

serve as the basis for processing and display of colour digital images. 

In general, the RGB colour space is utilized like display screen, LED, TFT monitor 

and image sensors. Hardcopy devices required another model to represent colour. 

CMY Model 

If a digital image must be printed, it is first acquired and processed as an RGB image, 

and then converted into the cyan, magenta, yellow (CMY) colour space necessary for 

three-colour printing, either by the processing software application, or by the printer 

itself shown in figure 1.11. 

 

 

 

 

 

 

 

Figure 1.11 CMY  Space Model 

HSI Model 

In some cases, an alternate colour space model is more appropriate for specific 

algorithms or applications, which requires only a simple mathematical conversion of 

the red, green, and blue (RGB) space into another colour space. For example, if a 

digital image must be printed, it is first acquired and processed as an RGB image, and 
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then converted into the cyan, magenta, yellow (CMY) colour space necessary for 

three-colour printing, either by the processing software application, or by the printer 

itself. 

HSI Colour Model 

The most popular alternative colour-space model is the hue, saturation, and intensity 

(HSI) colour space, which represents colour in an intuitive way (the manner in which 

humans tend to perceive it). Instead of describing characteristics of individual colours 

or mixtures, as with the RGB colour space, the HSI colour space is modelled on the 

intuitive components of colour. For example, the hue component controls the colour 

spectrum (red, green, blue, yellow, etc.), while the saturation component regulates 

colour purity, and the intensity component controls how bright the colour appears. 

Numerous derivatives of the HSI colour-space model have been devised. 

a) hue, saturation, lightness or  (HSL) model 

b) hue, saturation, brightness (HSB), model 

The terms brightness, lightness, value, and intensity are often used interchangeably, 

but actually represent distinctively different manifestations of how bright a colour 

appears. Each colour-space model provides a colour representation scheme that is 

tailored for a particular application. 

1.3.2 Digital Image Storage Requirements 

Individual pixel coordinates of digital images are not stored in common computer file 

formats, to save storage resources. The reason behind this is that images are digitized 

in sequential order by raster scanning or array readout of either an optical or analog 

image by the digitizing device (CCD, scanner, etc.), which then transfers data to the 

computer in a serial string of pixel brightness values. According to the established 

image vertical and horizontal dimensions, which are usually recorded in the image file 

header, the image is then displayed by incremental counting of pixels. 
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There are several ways to express the features of digital images. For example, the 

pixel array size (for example, 640 x 480) can be utilized or the number of pixels in a 

given length dimension (such as pixels per inch) can be specified. As an alternative, 

the computer storage file size or the total number of image pixels also provides an 

indication of the image sizes. File sizes, in bytes, can be determined by dividing the 

pixel dimensions by 8 (the number of bits per byte) and multiplying that number by 

the bit depth. For example, a 640 x 480 (pixel) image having 8-bit resolution will 

require 302 kb of computer memory as represented in Table 2. Likewise a high-

resolution 1280 x 1024 true colour image with 24-bit depth will require over 3.8 mb 

of storage space. 

Table 1.2 represents Digital image file size as a function of pixel dimensions, format, 

and bit depth is presented for a wide range of images. Uncompressed file formats, 

such as "Windows" Image Bitmaps (BMP) and Tagged Image File Format (TIFF) 

require huge space when encoded in full colour though they have a better Image 

quality. In contrast, common compression algorithms, including the popular Joint 

Photographic Experts Group (JPEG) technique, can significantly reduce storage 

requirements while maintaining a reasonable degree of image quality. In determining 

how digital images should be stored, the significant factors like target output and the 

pixel depth requirements are also considered. For Instance, images destined for 

printed media require high pixel resolutions (frequently exceeding 300 pixels per 

inch), whereas those intended for distribution over the Internet benefit from reduced 

file size and resolution (around 72 pixels per inch). 

With the advent of relatively low-cost computer memory (RAM), coupled with 

dramatically improved capacity and speed, storage of digital images is not as big an 

issue as it used to be in the past. The personal computers can now be utilized to store 

and manipulated the huge digitized arrays, up to 1024 x 1024 pixels with 10, 12, or 

16-bit depths at high speeds. In addition, dozens of smaller (640 x 480, 8-bit) images 

can be stored as stacks and quickly accessed for playback as video-rate movies 

utilizing for simultaneous image processing or commercially available software. 

Multiple digital images acquired via optical section confocal and multiphoton 

microscopy techniques or taken in orders using CMOS or CCD image sensors, can be  
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Table 1.2 Digital File Format Memory Requirements 

Pixel 

Dimensions 

Grayscale 

(8-Bit) 

Bitmap 

(24-Bit) 

JPEG 

(24-Bit) 

TIFF 

(24-Bit) 

16 x 16 2k 2k 2k 2k 

64 x 64 6k 13k 5k 13k 

128 x 128 18k 49k 12k 49k 

256 x 256 66k 193k 22k 193k 

320 x 240 77k 226k 24k 226k 

512 x 512 258k 769k 52k 770k 

640 x 480 302k 901k 56k 902k 

800 x 600 470k 1,407k 75k 1,408k 

1024 x 768 770k 2,305k 104k 2,306k 

1280 x 1024 1,282k 3,841k 147k 3,842k 

1600 x 1200 1,877k 5,626k 161k 5,627k 

2250 x 1800 3,960k 11,869k 276k 11,867k 

3200 x 2560 8,002k 24,001k 458k 24,002k 

3840 x 3072 11,522k 34,561k 611k 34,562k 

 

 

 

quickly presented and manipulated. To visualize a pseudo 3-dimensional performance 

of a microscopic scene, common stereo pair is used generated by projections of an 
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optical section stack alongwith two properly tilted axes. A number of display 

techniques to be utilized to imagine objects by pseudo colour assignments or 

intensity-coded, are allowed in latest digital image processing software packages. In 

successive time slots if multiple images are recorded then images can be presented as 

2-dimensional "movies" or if combined to produce 4-dimensional images then in this 

a 3-dimensional object is represented as a function of time. 

The significant images of 3-dimensional objects are generated by using advanced 

digital image processing techniques and display operation which may execute an 

object with suitable colouring, shading and depth cues. Generally there are two 

techniques i.e. surface rendering and volume rendering, which are utilized to render 

the optical segments for display in 3-dimensions. In surface rendering of an optical 

image set, only the surface pixels which represent the outside surface of the specimen 

are used and due to the opacity of surface the inner structure is not visible.  For the 

production of a visually acceptable performance perspective, depth cues and 

lightening are necessary. In volume rendering of an optical image set, intensity 

information and the 2-dimensional pixel geometry is clubbed with the known focal 

displacements used to produce volume elements, known as voxels. The voxels 

produced are then properly shaded and projected to give an outlook of the specimen 

volume with connected lighting and perspective to generate a 3-dimensional picture.  

1.4 TYPES OF IMAGE SEGMENTATION  

Segmentation of the image is the first step in image analysis which divides an image 

into its constituent parts. Image segmentation is a fundamental process in many 

image, video, and computer vision applications. It is often used to partition an image 

into separate regions, which ideally correspond to different real-world objects. It is a 

critical step towards content analysis and image understanding. 

Broadly, there are two types of segmentation techniques: 

 Discontinuity based segmentation techniques 

 Similarity based segmentation techniques 

In the first technique, the methodology is to partition of an image based on 

unexpected variations in gray-level image. Threshold and region growing are the 

bases of the second technique.  
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1.4.1 Discontinuity Based Detection 

Discontinuity detection is defined as partitioning an image based on abrupt changes in 

intensities of gray-level images. 

Edge Detection: 

Edge detection is an important tool which is used in image processing applications to 

acquire information from image. Edges and region boundaries are closely related to 

each other, as sharp change in intensity occurred at the region boundaries. Therefore 

edge detection techniques are also used as the base for the segmentation methods. The 

edges are frequently disconnected which are found by edge detection techniques. 

However the closed region boundaries are required to segment an object from an 

image. Boundaries between objects and the background in the image and outlines of 

an object are detected by edge detection technique. The look of blurred image can be 

improved by using the edge detection filter. 

1.4.2 Similarity Based Segmentation Techniques 

The gray levels of pixels belonging to the object are entirely different from the gray 

levels of the pixels belonging to the background in many applications of image 

processing. Thresholding becomes then a simple but effective tool to separate those 

foreground objects from the background. We can divide the pixels in the image into 

two major groups according to their gray-level. These gray-levels may serve as 

“detectors” to distinguish between background and objects and is considered as a 

foreground in the image [2]. Select a gray-level between those two major gray-level 

groups, which will serve as a threshold to distinguish the two groups (objects and 

background). Image segmentation is performed by such as boundary detection or 

region dependent techniques. But the thresholding techniques are more perfect, simple 

and widely used [3].  

Types of Thresholding Techniques: 

Thresholding based image segmentation can be divided broadly into two categories 

 Global Thresholding Technique  

 Local Thresholding Technique  
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1.4.2.1 Global Thresholding Technique  

Global methods apply one threshold to the entire image while Local Thresholding 

sometimes used to segment the item from the background to read and identify the 

image correctly. For this purpose there are two techniques of segmentation, similarity 

detection technique and discontinuity detection technique.  

During the thresholding process, individual pixels in an image are marked as “object” 

pixels if their value is greater than some threshold value (assuming an object to be 

brighter than the background) and as “background” pixels otherwise.  

1.4.2.2 Local Thresholding Techniques.  

In Local Thresholding technique, a threshold T(x, y) is calculated for each pixel based 

on some local statistics such as range, variance, or surface-fitting parameters of the 

neighborhood pixels within a local block of size w×w. Consider a grayscale document 

image in which I(x, y) be the intensity of a pixel at location (x , y) In local adaptive 

thresholding techniques, the aim is to compute a local threshold T(x , y) for each pixel 

such that the intensity of a pixel at location (x, y) of the image must be greater than  

predefined threshold T. 

 

1.5 MOTIVATION OF STUDY 

Object detection and tracking is an important task within the field of computer vision, 

due to its promising applications in many areas, such as video surveillance, traffic 

monitoring, vehicle navigation etc. The availability of high quality and inexpensive 

video cameras and the increasing need for automated video analysis has generated a 

great deal of interest in the areas of motion detection, object tracking and gesture 

analysis. Thus on a very high-level, it’s possible to identify three key steps in video 

analysis: detection of interesting moving objects, tracking of the detected objects from 

frame to frame, and analysis of the object tracks to recognize their behavior. 

Object detection is a computer technology related to computer vision and image 

processing that deals with detecting, in digital images and videos, instances of 

semantic objects of a certain class, such as:- humans, buildings, cars, etc. 
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Well-researched domains of object detection include face detection and pedestrian 

detection. Object detection has applications in many areas of computer vision, 

including image retrieval and video surveillance. 

In computer vision, the process of partitioning a digital image into various segments 

or sets of pixels known as super pixels is called as segmentation. With the objective to 

obtain something more meaningful and easy to analyse, segmentation technique is 

used to simplify and/or change the appearance of an image. To locate boundaries such 

as lines, curves, etc. and objects in images, the image segmentation technique is 

generally utilized. Therefore, assigning a label to each and every pixel in an image so 

that pixels with the same label have certain or a specific visual characteristic is called 

image segmentation. 

1.6 OBJECTIVES OF RESESRCH   

The applications of computer vision are ranging from biometric identification to 

object recognition. The problem is rather challenging, since a ship may generate 

innumerable images with diverse appearances, poses, viewpoints and illumination. 

The complicated sea background with flooding waves makes this image worse as 

well. Recently, image segmentation is proven as one of the dominated tool to detect 

objects. Therefore image segmentation is applied in proposed work to detect 

abandoned ship in sea as a task of computer vision. 

Proposed research is divided in three levels that logically overlap over digital image 

processing, computer vision and image analysis. In first level noisy images are taken 

as input and produces clear output. In second level, images are segmented on the basis 

of attributes (edges or thresholding) for the purpose of partitioning the object of 

interest from the background. At the final stage or third level individual object is 

recognized by analysing subset of the available aperture. 

The objective of the present research work is to study the performance of various 

object detection track algorithm and its image processing that appeared in the 

literature and to modify the possibilities of enhancements for the existing model and 

further to apply fuzzy on the mode. The objectives are --- 

1. Analysis and development of Object Detection Algorithm. 

2. To analyse Object Track algorithm using infrared red detection technique. 
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3. To explore the Strategies in Ship Detection with the Sub Aperture Cross-

Correlation Magnitude. 

4. To analyse a modified Ant Colony Optimization Based Approach for Image 

Edge Detection. 

5. To analyse Application of Noise-resistant Algorithm for Edge Detection. 

6. Comparison of used Object Detection Algorithms. 

 

1.7 RESEARCH METHODOLOGIES 

The images of ship from sea water are affected by sparsely occurring white and 

black pixels. Moreover clarity of sea water images can be affected by sharp and 

sudden disturbances in the image signal. This rippling character of ocean water waves 

helps in hiding small ships. Moreover leads to piercing in security by enemy and 

smugglers. 

These sharp and sudden disturbances in the image signal are known as impulse noise. 

Median filter is well known filter to remove this noise, but it is failed in some case, 

where pixels intensity are at diversify. This phenomena triggers search of new filters 

that ends at aggregation operators based filter. 

Object detection is the task of finding a given object in an image or video sequence. 

Humans recognize a multitude of objects in images with little effort, despite the fact 

that the image of the objects may vary somewhat in different viewpoints, in many 

different sizes / scale or even when they are translated or rotated. Objects can even be 

recognized when they are partially obstructed from view. This task is still a challenge 

for computer vision systems in general. Other methodologies are based on image 

segmentation. Image segmentation is used to detect tough man-made objects in sea 

water by using infrared images and Radar images. 

To detect edges of small boat, fuzzy membership function Ant System based 

algorithm is used and compared with fuzzy mean based ACO edge detection 

algorithm. 

 

 

https://en.wikipedia.org/wiki/Pixel
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1.8 DESCRIPTION OF THESIS CHAPTERS 

In this thesis chapter 2 is Literature Review which consists of literature survey. 

Related work of this chapter will be divided into four parts, 

(i) Image Segmentation: This part content all the literature related to image 

segmentation based on similarity like thresholding technique. 

(ii) Image segmentation based on discontinuity: There are various attributes that exists 

in image to extract object of interest or sub part of the image. One of the kinds of 

feature is abrupt change in intensity of pixel. This characteristic of pixel is helpful in 

identification of edges of object of interest. This part throws light on conventional and 

new methods of edge detection. 

(iii) This part is dedicated on litterateur survey of various method of noise removal in 

an image. 

(iv) Soft Computing based Techniques 

Due to high sensitivity of strategically importance of  sea  border,  detection  of  

motion  of  enemy’s  military troops  and  arms  may  play  a  crucial  role.  Attack  of  

26, November, 2008 on Mumbai, commercial capital of India, is  the  result  of  such  

type  of  piercing  of  water  territory. Hence, in this paper a Threshold based new 

method   proposed to detect ship in sea environment. Infrared images of ship in sea 

water are used as input.  To, specify appropriate threshold Yager’s Linguistic 

quantifier ‘most’, ‘at least half’, and ‘as many as possible’ are used. Moreover edge 

based segmentation of thresholding images is carried out by using Laplacian operator.  

It  is  observed  that threshold  generated  by  ‘at  least half’  and  ‘as  many  as  

possible’  quantifier  are  closer  to visual heuristic threshold. It is also found linguistic 

quantifier based thresholding has generated clear edge to separate ship from     

background along with digital approximation of Laplace operator than other methods. 

Hence, proposed research, Chapter 3 is dedicated to analyzed detection of Small 

Object in Infrared Images. 

Image de-noising has been an active area in image processing in recent past. 

Therefore chapter 4 applied ordered weighted averaging (OWA) based linear 

objective function is used to remove impulse noise to get a clear image of ship in a sea 
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environment. Moreover, Salt & Pepper/Impulse noise may be introduced into images 

during acquisition, transmission, and flooding waves. Salt & Pepper and Impulse 

noise both are same types of noise, hence in rest of the article are used 

interchangeably. Therefore, chapter 4 covered De-noising of Infrared Image of Ship 

under Sea Water.  

Improved version of Sub-aperture Cross-Correlation Magnitude (SCM) is used to 

detect small ship targets in synthetic aperture radar (SAR) images of sea water. 

Spectrum shifted to zero azimuth frequency. An pre-processed SAR image is   taken 

as input, Azimuth bandwidth reduction, Sub-band extraction, Up-sampling, Hermitian 

inner product, Low pass filter, Down-sampling, and  Local Averaging are the steps to 

produce clear image. All these things are covered in chapter 5.  

Image segmentation is one of the most nontrivial tasks of machine vision to detect 

abandoned ship in sea. Point, Line and Edge detection are example of discontinuities 

Based Segmentation. Edge detection is in particular one of the staple and popular 

segmentation techniques. It is seen conventional edge detection technique results low 

performance in terms of time complexity if the size of image is increased. Moreover, 

situation becomes more venerable in the presence of discontinuities between the 

edge’s pixels. Hence, in proposed work one of the bio inspired technique Ant Colony 

Optimization (ACO) based approach is used to detect edges of a ship in sea 

environment. To improve time complexity triangular fuzzy member ship function is 

used. The outcome of proposed work shows clear edges of small and partial objects. 

Therefor Image Edge Detection Based on modified Ant Colony Optimization is done 

in chapter 6. 

Chapter 7 explains the differences and comparison of some famous edge detection 

algorithms and evaluates them on the basis of their results to different images.  

Gradient  based  edge  detectors  like  Prewitt and  Sobel  are  relatively  simple  and  

easy  to  implement,  but are very sensitive to noise. LoG tests wider area around the 

pixel and find the edges correctly, but malfunctions at corners and curves. It also does 

not find edge orientation because of using Laplacian filter. Cannys algorithm is an 

optimal solution to problem of edge detection which gives better detection especially 

in presence of noise, but it is time consuming and requires a lot of parameter setting. 
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Chapter 8 concluded the research.  This chapter future direction for further exploring 

the proposed work is also discussed. In proposed research small objects like ship in 

sea water are detected by using two methods. There are two main technique is used to 

detect small objects. Proposed Object Track algorithm is better if input images are 

infrared images; this technique is also capable to capture movement of enemy troops 

due to its heat sensing property, whereas SCM version of ship detection is useful 

when input image is taken from RADAR in highly agitated sea water. 

  Object Track algorithm using infrared red detection technique. 

 Sub-aperture Cross-Correlation Magnitude based technique.  

Infrared image of ship is segmented from background i.e. sea water using global 

thresholding to identify the location of ship. Infrared image is taken as input due to its 

high heat signature.  

Results produced by ‘at least half ’, and ‘as many as possible’ linguistic quantifier are 

much closer to visual inspection. The output of Sobel object detection is not very 

clear. OWA operators are used for segmenting ship in   static images, In future same 

methodology can be used for moving ship and it is accepted to produce good results. 

Further infrared image of ship in sea is de-noised from Impulse noise. Impulse noise 

may be introduced into thermal images either due to flood waves in sea water or 

during acquisition and transmission.  

Results generated by proposed method, which is application of OWA operator, shows 

quite satisfactory performance. In future more fuzzy quantifier like ‘as many as 

possible’, ‘at least half’ can be used to de-noising the image. The filtered image can 

be used for tracking of ship or movement of military troops in the water territory by 

using different segmentation techniques. 

ACO search methodology based on a triangular membership function based heuristic 

to detect edges of ship under sea water. The  general  idea underlying  the  Ant  

Colony  System  paradigm  is  that ants are directed by quantity of pheromone on the 

various path. Higher quantity of pheromone on any path from source to destination is 

indicated that, it was followed by a good number of ants and may leads to shortest 

path. To construct final pheromone matrix threshold is used. Proposed work gives 

better results as compared to other conventional methods of edge detection. 
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1.9 Contribution 

In proposed research images of ship under sea water are de-noised by impulse noise. 

For de-noising images aggregation operators are used, and compared with well-

established median filter. Results generated by OWA filter are quite satisfactory. 

Further different types of edge detection techniques are analyzed and their advantages 

and disadvantages are outlined. 

Moreover, to detect image of ship from the sea water ACO based edge detector is 

developed and analysed. It is found in less computing time more clear edges are 

plotted by fuzzy based heuristic. Proposed work gives better results as compared to 

other conventional methods of edge detection. 

As a next step ship is segmented on the basis of fuzzy linguistic thresholding.  

Performance of three fuzzy operators is compared. 

Detection of difficult man-made targets with low backscattering coefficients and low 

contrast to the background sea clutter is done by using cross-correlation of sub-

aperture measurements. Radar images of sea under sea water are treated as input 

images. 
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CHAPTER II 

LITERATURE REVIEW 

 

2.1 INTRODUCTION 

Digital Image Processing is a domain that process and improve images by using 

machines for human interpretation. There are various digital image processing 

techniques that can be applied to images for different purposes. Digital Image 

Processing related to the preparation of an image which can analyse and use further 

for the images captured by a camera or similar techniques which are not necessarily in 

a form that can be used by image analysis routines. Some may need improvement to 

reduce noise, others may need to be simplified, and still others may need to be 

enhanced, altered segmented, filtered, with some objective or analysis purpose. Image 

processing is the collection of routines and techniques that improve, simplify, 

enhance, or otherwise alter an image. Recognizing objects and their background in 

real life applications can be managed by segmentation in computer vision. 

2.2 LITERATURE SURVEY 

Proposed research is divided in three levels that logically overlap over digital image 

processing, computer vision and image analysis. In first level noisy images are taken 

as input and produces clear images as outputs. In second level images are segmented 

on the basis of attributes (edges or thresholding) for the purpose of partitioning object 

of interest from the background. At the final stage or third level individual objects are 

recognized by analyzing subset of the available aperture. Which leads division of 

literature survey into four fragments as mentioned below: 

(i) Segmentation based on similarity 

(ii) Noise removal 

(iii) Segmentation based on dissimilarity 

(iv) Soft Computing based Techniques 

2.2.1 Segmentation Based on Similarity 

This part contains all the literature related to image segmentation based on similarity 

like thresholding technique. In the past decades, image semantic segmentation has 
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been usually established by using supervised neural network [3-11].Techniques based 

on Supervised Neural Network are not only effort exhaustive but also slow. As a 

consequence, a promising solution is required to explore segmentation methods with 

no supervision. 

Yuan et al. [6] presented graph-based ranking and segmentation algorithms for traffic 

sign detection.  However, the aforementioned methods are all built on the basis of 

having sufficient pixel-wise annotated samples for training. As the  output  of  

existing  automatic  systems  is  far  from  satisfaction,  the  vast  majority  of these 

annotations  are  obtained manually, which is labor intensive and time-consuming. 

Accordingly, the fully supervised networks are typically un-adaptable to general 

application in the reality. On the other side, there are some unsupervised semantic 

network based segmentation methods that utilize image data without any annotation 

for training [11]. Instead  of  the  ground truth  of  each  pixel,  weakly  supervised  

semantic  segmentation  approaches  [12-14]  often  required image level annotations 

for training. Besides, in [13]author built a model based on convolution  neural  

network  with  the  constraint  of  putting more  weight  on  the  helpful  pixels  for  

image  classification during training. Among these methods, [14] is an exceptional one 

since it utilizes object bounding boxes as supervision.   

Dai  et  al. [14] iteratively  updated  a  pool  of  region  proposals  and  assign them  

labels  by  training  convolution  networks whereas in [15] inference for a test image 

is used for the optimal solution.  Supervised network is used in [16], and [17] for data 

representation by using subspace learning, and for large-scale image retrieval. 

However, their  final target  is  the  trained  network  while  our  aim  is to  construct  

fuzzy granule based method with  even  less  supervision.  

Infrared imaging information processing technology has attracted attention and is 

researched deeply. Thresholding, region growing, region splitting and merging are 

example of similarity Based Segmentation. Global Thresholding is most popular 

segmentation technique due to its simplicity and speed [18].  

Segmentation has central role in autonomous image processing, image analysis, and 

computer vision, detail literature is reported in Shaprio and Stockman [19] Several 

model of image processing have been already proposed. However, they are mainly 

proposed for image recognition [20], indexing [21], or coding [22] rather than for 
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identification. A good appreciation to rapid object detection [23] and high altitude of 

projectile location measurement using multi-screen target method [24] in the literature 

attention towards Infrared imaging information processing technology and they 

researched deeply. In Infrared image technology the basic research is related to 

description of infrared background. The infrared detectors inner noise is lowest by the 

amelioration and development of infrared detection manufacture technology, in some 

conditions; the obstacle of infrared detection is the jamming of background [25-26].  

In web searching, OWA was used by the user to find the importance of weight for 

each of the document [27]. With different aggregation techniques introduced in fuzzy 

information processing tasks [28], detailed description of OWA operators [29], has 

been applied in many applications like lossless DPCM image compression [30], 

decision making [31,32], fuzzy logic controller [33]. With the use of fuzzy numbers 

OWA operators, the environmental indices were developed, for finding similarity with 

multiple linguistic parameters as inputs [34,35]. 

Sometimes images are corrupted by different unwanted elements. To, get clear image 

of targeted object there are various methods reported. In next subsection these 

methods are mentioned. 

2.2.2   Survey on Noise Removal Technique 

This part is dedicated to literature survey of various method of noise removal in an 

image. In the task of removing impulse noise, various successful techniques have been 

reported in recent years. Among them ‘Block Matching Three Dimensional filtering 

technique’ shows exceptional performance [36]. Moreover the sparsity based 

regularization has achieved great success in various image processing applications 

such as image de-noising [37], image  restoration using Non-local sparse  models 

[38], image restoration utilizing centralized sparse representation  [39], Non-locally  

centralized  sparse representation  method for image  restoration [40], image de-

blurring [41], and super resolution [42]. 

Although local and global intensity are applied to remove noise, very less number of 

effort have been made by considering manifold structure of images. In [43], removal 

of noise from image is done by filter diffusing technique; moreover, the author has 
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used neighborhood similarity based information of patches to construct a manifold 

structure to construct a global diffusion energy function and de-noising the image. In, 

[44] authors  proposed  a new understanding of the influence of noise on the 

eigenvectors of the graph Laplacian of a set of image patches, and an algorithm to 

estimate a de-noised set of patches from a noisy image.  However in [45], an efficient 

noise removal technique is reported, which is based on non-local similarity of pixels. 

In, [46] authors proposed a Gradient Histogram Preservation (GHP) based image de-

blurring method, where the reference histogram is parameterized by Hyper-Laplacian 

distribution. Considering the complexity of blurring process, a Bayesian non-

parametric method, Gaussian Processes regression, is utilized for estimating 

histogram parameters. The experiments demonstrate that, the histogram parameter 

estimation method is effective, and the proposed GHP based image de-blurring 

method can well restore image textures and improve image quality. Authors introduce 

a local image statistic for identifying noise pixels in images corrupted with impulse 

noise of random values. The statistical values quantify how different in intensity the 

particular pixels are from their most similar neighbors. We continue to demonstrate 

how this statistic may be incorporated into a filter designed to remove additive 

Gaussian noise [47].  

However, the impulse noise makes the de-noising problem more complicated. Many 

existing de-noising techniques usually first detect impulse noise and then remove 

noise. This two-step procedure of de-noising technique is very sensitive if the level of 

impulse noise nurtures the computational proficiency and de-noising effect decay.  In, 

[48] fuzzy impulse noise detection and reduction method algorithm is developed for 

decreasing all classes of impulse noise. Detection of hybrid noise has been done by 

using sparse coding based methods in [49], [50]. Nonetheless, the weight introduced 

in [51] depends upon residual of data fidelity on the uncorrupted pixels. These 

methods have limitations as noise level increases. The ‘median filter’ yields excellent 

results for images corrupted by impulse noise or salt pepper noise [18]. Thus, it is 

necessary to recover the pixel intensity that is robust against impulse noise, as well as 

preserve the image feature, rather than detecting impulse noise. 
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One of the kinds of feature is abrupt change in intensity of pixel. This characteristic   

of pixel is helpful in identification of edges of object of interest. Hence next sub-part 

throws light on conventional and new methods of edge detection. 

2.2.3. Segmentation Based on Dissimilarity 

 

There are various attributes that exists in image to extract object of interest or sub part 

of image. In the last years, based on the techniques that include geometry, statistics, 

wavelet, and neural theory, several new edge detectors have been derived in 

[52,53,54,55,56 57,58] Some of those methods [59,60] were adapted not only to 

single grayscale images but also to colour or multispectral ones. Even if their 

performance might be better than the classic ones, they are not very commonly 

applied. Most common implementations are still the mask-based ones [61] In the 

seminal line in [62] authors proposed a new edge detection method based on 

estimating the difference between two regions as a measure of edge information, 

including strength and orientation. The authors of [63] proposed methodology by 

associated each pixel with the resulting force of the gravitational forces exerted on it 

by the surrounding. Edges may also be regarded as a set of points separating two 

adjacent homogeneous regions. 

Detection of edges therefore denotes the process of finding the boundary. Imran et al 

[64] implemented f similarity in f- geometric objects. Abdul Rahman, et al. [65] 

introduced few f-theorems used for estimating the membership value of f-objects in f-

geometry. These f-objects play important role in identifying clues in computational 

forensic. Liping Luˈ[66] designed the infrared object tracking detection system to 

attain the information of object far away. Camilla Brekke, et al. [67] proposed a 

method to mitigate an antialiasing filter. R. Rajeshwari et al [68] discussed a modified 

ACO-based approach to detect edges. Xikui Sun et al. [69] suggested a new edge 

detection method based on estimating the difference between two regions especially 

under noisy conditions. 
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 There are various approaches to detect edges in images based on gradients [70]. But 

the limitation of these conventional approaches is that as the size of the image 

increases the computation time also increases quickly [71]. Moreover these 

approaches result in edges with discontinuities [72]. Ant Colony Optimization (ACO) 

is a bio-inspired optimization algorithm [73, 74, 75, 76] which is based on the natural 

foraging behaviour of ant species. ACO has been used to solve a number of 

optimization problems. Several ACO-based approaches have been proposed for edge 

detection [77], [78], [79],[80] and [81]. The approaches proposed in [77], [78] are 

used to enhance the edge information obtained using conventional techniques. The 

pure ACO based methods proposed in [79]–[81] show that ACO-based approaches 

based on Ant System [72],[75] and Ant Colony System [73], [74], [76] and [77] can 

be used to directly detect edges. In [82] ant-density algorithm was introduced whereas 

ant-quantity algorithms design by authors in [83]. In [84] an ant cycle algorithm was 

implemented. 

2.2.4 Soft Computing Based Techniques 

Three different soft computing approaches to edge detection for image segmentation 

are most frequently used. These are (1) Neural Network based Approach [85], (2) 

Fuzzy based Approach [86] and (3) Genetic Algorithm based approach [87]. Neural 

networks are made by numerous elements that are connected by links with variable 

weights [88][89]. Artificial neural networks (ANN) are usually applied for pattern 

recognition [90]. Their processing nonlinear and potential characteristics are used for 

clustering [91-92]. Self -organization of Kohonen Feature Map (SOFM) network is a 

powerful tool for clustering [93]. This approach finds the watershed segmentation of 

luminance component of colour image [94], [90]. Ji and Park proposed an algorithm 

for watershed segmentation based on SOM [95]. This approach comprises of two 

independent neural networks one each for intensity and saturation planes [96],[97]. 

Edge detection method is based on defining a membership function indicating the 

degree of edginess in each neighborhood [98].This approach can only be regarded as a 

true fuzzy approach if fuzzy concepts are additionally used to modify the membership 

values [99]. Significant work on GAs within edge detection is described in [100]. 

Recently, researchers have studied the use of genetic algorithms into the image 
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segmentation problem [101].The membership function is estimated heuristically. It is 

fast but the performance is inadequate [102]. By means of suitable fuzzy if-then rules, 

one can develop specific or general edge detections in pre-defined neighborhoods 

[103]. Homogeneity is a measure to test the similarity of two regions during the 

segmentation procedure under consideration [104],[105]. Advantage of using general 

pattern recognition approach is mainly related with the GA ability to deal with large, 

complex search spaces in situations where only minimum knowledge is available 

about the objective function [106]. This ability led authors to adopt a GA to determine 

the parameter set that optimize the output of an existing segmentation algorithm under 

various conditions of image acquisition and is namely Phoenix segmentation 

algorithm [106]. Another situation wherein GAs may be useful tools is illustrated by 

the work of George Karkavitsas and Maria Rangoussi [107]. 

AdaBoost was proposed by Freund and Schapire [108]. The connection between 

AdaBoost and SVMs was discussed by Freund and Schapire [109]. The difference 

between the two methods in this regard is that SVM corresponds to quadratic 

programming, while AdaBoost corresponds only to linear programming. Quadratic 

programming is more computationally demanding than linear programming. 

AdaBoost is one of the approaches where a “weak” learning algorithm, which 

performs just slightly better than random guessing, is “boosted” into an arbitrarily 

accurate “strong” learning algorithm.  

Sung and Poggio [110] applied the following ‘bootstrap’ strategy to constrain the 

number of non-face examples in their face detection system. They incrementally 

selected only those non-face patterns with high utility value.  

Schapire and Singer [111] described several improvements to Freund and Schapire’s 

original [108] AdaBoost algorithm, particularly in a setting in which hypotheses may 

assign confidences to each of their predictions. More precisely, weak hypotheses can 

have a range over all real numbers rather than the restricted range [-1, +1] assumed by 

Freund and Schapire [109].  

Lienhart and Maydt [112] added a set of classifiers, same as those proposed by Viola, 

but they are all rotated 45 degrees. They claimed to gain a 10% improvement in the 

face detection rate at any given hit rate when detecting faces.  
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Viola and Jones [113] proposed some modifications to their original machine, to 

improve its speed. In the first modification they change the weight for classifiers, but 

report that gains obtained at the beginning were compensated for later on when more 

classifiers were added.  

Froba, Stecher, and Kublbeck [114] elaborated on a face verification system. They 

recognized a particular person based on his/her face. The first step in face verification 

is face detection. The second is to analyze the detected sample and see if it matches 

one of the training examples in the database. 

Howe [115] looked at boosting for image retrieval and classification, with 

comparative evaluation of several algorithms. Boosting was shown to perform 

significantly better than the nearest neighbour approach. Two boosting techniques that 

were compared based on feature and vector based boosting. Feature based boosting 

was the one used in Viola [116]. Vector based boosting worked differently.  

Jones and Viola [116] built one face detector for each view of the face. A decision 

tree was trained to determine the viewpoint class (such as right profile or rotated 60 

degrees) for a given window of the image being examined. The appropriate detector 

for that viewpoint can then be run instead of running all of the detectors on all 

windows.  

McCane and Novins [117] described two improvements over the Viola [118] training 

scheme for face detection. The first one was a 300-fold speed improvement over the 

training method, with an approximately three times slower execution time for the 

search. Instead of testing all features at each stage (exhaustive search), McCane and 

Novins proposed an optimization search, by applying a ‘downhill search’ approach. 

The second improvement in McCane and Novins was a principled method for 

determining a cascaded classifier of optimal speed. However, no useful information is 

reported, except the guideline that the false positive rate for the first cascade stage 

should be between 0.5 and 0.6. 

Viola [118] involved different stages of operation in face detection. He had three 

major contributions: integral images, combining features to find faces in the detection 
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process and use of a cascaded decision process when searching for faces in images. 

This machine for finding faces is called cascaded AdaBoost. 

Treptow et al [119] described a real-time soccer ball tracking system, using the 

described AdaBoost based algorithm by Viola [118]. They added a procedure for 

predicting ball movement. 

Kolsch and Turk [120] described and analyzed a hand detection system. They created 

a training set for each of the six posture/view combinations from different people’s 

right hands. The training and validation sets were rotated and a classifier was trained 

for each angle. In contrast to the case of the face detector, they found poor accuracy 

with rotated test images for as little as a 4° rotation. They then added rotated example 

images to the same training set, showing that up to 15° of rotation can be efficiently 

detected with one detector. 

Le and Satoh [121] observed AdaBoost advantages and drawbacks, and proposed to 

use it in the first two stages of the classification process. The first stage was a 

cascaded classifier with sub windows of size 36x36, the second stage was a cascaded 

classifier with sub windows of size 4x24. The third stage was a SVM classifier for 

greater precision. 

Levi and Weiss [122] added a new perspective of detection upright, forward facing 

faces. They added an edge orientation feature that the machine can be trained on. 

They also experimented with mean intensity features, which mean taking the average 

pixel intensity in a rectangular area. They claimed that using edge orientation 

histograms, they are able to achieve higher detection rates at all training database 

sizes. 

Li, Wang and Sung [123] proposed an active learning approach, to select the next 

unlabelled sample which is at the minimum distance from the optimal AdaBoost 

hyperplane derived from the current set of labelled samples. The sample is then 

labelled and entered into the training set. 

Yen and Tretter [124] introduced an automatic redeye detection and correction 

algorithm which used machine learning in the detection of red eyes. They used an 

adaptation of AdaBoost in the detection phase of redeye instances.  
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The authors [125] used histograms of Gabor and Gaussian derivative responses as 

features for training, and applied them for face expression recognition with AdaBoost 

and SVM. Both approaches show similar results and AdaBoost offers important 

feature selections that can be visualized. 

Le and Satoh [126] maintained that the pure SVM has constant running time of 554 

Windows Per Second (WPS) regardless of complexity of the input image, the pure 

AdaBoost (cascaded with 37 layers-5,924 features) has running time of 640, 515 

WPS. They claimed that cascaded AdaBoost is 1000 times faster than SVMs.  

Stojmenovic M.[127] described a new type of the AdaBoost based learning algorithm, 

in which a strong classifier is generated by incremental addition of weak classifiers so 

that the error can be minimized for the already selected weak classifiers.  

Felzenszwalb, Pedro F [128], investigated Deformable models for object detection 

including Fast matching algorithms and - Learning from weakly-labeled data and 

Leads to state-of-the-art results in PASCAL challenge. 

Jayanta Kumar Basu et al [129], described the strategies for Pattern Recognition using  

Artificial Neural Network.  

Gualdi et al [130], generated grid-distributed patches, at all possible positions and 

sizes, which were evaluated by a binary classifier: The tradeoff between 

computational burden and detection accuracy was the real critical point of sliding 

windows; several methods have been proposed to speed up the search such as adding 

complementary features. They proposed a paradigm for object detection into a 

statistical-based search using a Monte Carlo sampling for estimating the likelihood 

density function with Gaussian kernels.  

Beaugendre, A., et al [131] proposed enhanced moving object detection tracking 

system for video surveillance purposes. The method can also speed up the tracking by 

creating a link between a tracker and a blob to avoid unnecessary processing in some 

situations. 

Lan, J. et al [132] presented a novel embedded target detection system built upon a 

visible image sensor which can detect both static and dynamic targets under difficult 
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situations. It was small in size, light in weight, had low power consumption, and can 

be embedded into the system of robotics and intelligent systems.  

Oreifej, Omar ; Li, Xin ; Shah, Mubarak  [133], proposed a novel three-term low-rank 

matrix decomposition approach in which they decomposed the turbulence sequence 

into three components: the background, the turbulence, and the object. They 

simplified this extremely difficult problem into a minimization of nuclear norm, 

Frobenius norm, and 21 norm.  

Han, J. et al[134] developed a probabilistic computational algorithm by integrating 

objectness likelihood with appearance rarity. The image sparse coding representations 

were yielded through learning on a large amount of eye-fixation patches from an eye-

tracking dataset.  

Bleszynski, Elizabeth H. et al [135] proposed a method that the transmitted signal 

consists of a coherent train of short wide-band pulses emitted at chirped (linearly 

varying) time intervals. As the energy of a single pulse which has travelled a large 

distance in the medium is almost entirely concentrated in the precursor-type structures 

associated with its leading and trailing edges, the increase of the signal total energy is 

achieved by using trains with a large number of pulses. 

Wan-Lei Zhao, Chong-Wah Ngo, [136] proposed a new descriptor, named flip-

invariant SIFT (or F-SIFT), that preserved the original properties of SIFT while being 

tolerant to flips. F-SIFT starts by estimating the dominant curl of a local patch and 

then geometrically normalizes the patch by flipping before the computation of SIFT.  

Tsung Han Tsai et al [137] presented a hardware-oriented foreground detection that 

was based on human-machine interaction in object level (HMIiOL) scheme. The 

HMIiOL can vary the conditions for a moving object been regarded as a foreground 

object. The conditions are depending on background environment and are derived 

from the information from human-machine interaction.  

2.3 RESEARCH GAPS 

After literature survey research gaps found in three levels for the analysis of object 

detection technique. 



42 

 

In the task of removing impulse noise, various successful techniques have been 

reported in recent years. If the level of impulse noise rises the computational 

efficiency and de-noising effect decline.  

The median filter yields excellent results for images corrupted by impulse noise or salt 

pepper noise. Sometimes median filter produces noisy pixels, hence another refine 

aggregation filter required.  

In autonomous object tracking there is no control over complex environment 

specifically that contains flooding wave and noise. 

The key objective of thresholding is to produce a clean segmented image by 

eliminating the noise and flood waves. Global thresholding expected to be successful 

in highly control environment. 

But, sea water environment is uncontrolled. Hence there is a requirement of a method 

that can be specifying threshold ‘T’.  

ACO is to determine edges by using heuristic information.  However  as the size of  

the  image  increases  the  computation  time  for conventional  edge detection   

increases  quickly  as well as result in edges have discontinuities . 

The sub aperture cross-correlation magnitude (SCM) has  previously  been  proposed  

as  a  statistic  that  improves  the contrast between small ship targets and the 

surrounding sea in synthetic-aperture-radar  images. 

This  preprocessing  technique utilizes  the  fast  decorrelation  of  open-water  surface  

ripples  on the scale of the SAR wavelength relative to coherent targets such as  a  

ship.  

However, optimization of the bandwidth splitting in the sub band extraction has not 

received any attention.  

The next five chapters are trying to bridge above said research gaps. 
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CHAPTER III 

DETECTION OF SMALL OBJECT IN INFRARED 

IMAGES 

 

3.1 INTRODUCTION 

Due to high sensitivity and strategical importance of  sea  border,  detection  of  

motion  of  enemy’s  military troops  and  arms  may  play  a  crucial  role.  Attack  of  

26, November, 2008 in Mumbai, commercial capital of India ,is  the  result  of  such  

type  of  piercing  of  water  territory. Hence, in this work, Threshold based new 

method   is proposed to detect ship in sea environment. Infrared images of ship in sea 

water are used as input.  To specify, appropriate threshold Yager’s Linguistic 

quantifier ‘most’, ‘at least half’, and ‘as many as possible’ are used [29]. Moreover 

segmentation of thresholding images is carried out by using Sobel operator.  It  is  

observed that  threshold  generated  by  ‘at  least half’  and  ‘as  many  as  possible’  

quantifier  are  closer  to visual heuristic threshold. It is also found that linguistic 

quantifier based thresholding has generated clear image of ship from background     

than Sobel Operator methods [65],[66]. 

3.2 THRESHOLDING 

Thresholding, region splitting and merging, region growing are examples of 

Segmentation. Segmentation is one of the image processing method whose output(s) 

are attributes extracted from input image(s). 

Thresholding is the central concept among the segmentation methods. The popularity 

of thresholding is due to its simplicity and speed. 

The key objective of using thresholding is to produce a clean segmented image of 

targeted ship by eliminating the noise and flood waves. Hence there is a requirement 

of a method that can be specifying threshold ‘T’. In proposed work, global 

thresholding is used. Global thresholding is expected to be successful in highly 

controlled environment. However to process these noises and the targeted ship, the 
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image is processed by Ordered Weighted Averaging (OWA) method and produces 

promising results.   

3.2.1 Formalization of Global Thresholding  

Global thresholding is simplest one, wherein by using single global threshold ‘T’, it 

segments the image. 

Suppose, gray level in an image f(x, y), represents light objects on dark background, 

in a manner that both object and background pixels have gray levels which can be 

grouped into two dominant modes [1]. The objective is to select a threshold ‘T’ that 

splits up these modes. If for any spatial coordinate f(x,y)>T, then it is related to the 

object and if f (x,y) <T, then it is related to the background. 

A threshold image g(x,y) is defined as  

𝑔(𝑥, 𝑦) =    {
𝐿
0

      𝑖𝑓     𝑓(𝑥, 𝑦)      > 𝑇

    𝑖𝑓      𝑓(𝑥, 𝑦)   ≤ 𝑇
                                                           (3.1) 

If, Threshold T only depends upon f(x, y), then it is called global. 

3.3 SOBEL OBJECT DETECTION ALGORITHM ON INFRARED IMAGE 

The object detection algorithm given by Sobel is based upon the gray level weighted 

computation in the neighborhood [65]. The size of which is 3×3, and the center of 

which is the pixel. The algorithm for detection suggested by Sobel is defined as: 

   𝑆 (𝑥, 𝑦) =  (𝑓𝑥
2 + 𝑓𝑦

2)
1/2

    (3.2) 

Where fx and fy are represented as: 

   𝑓𝑥 = (
−1    0 1
−2    0 2
−1    0    1

)               (3.3) 

   𝑓𝑦 = (
1 2 1
0 0 0

−1 −2 −1
)               (3.4) 

In Sobel edge detection algorithm, the calculation of weighted sum on gray of every 

pixel is done, which are the above point, the lower point, the left point and the right 

point of image. When the pixel is closer to the center of the model, the weighted value 
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will be higher. Similarly we can decide the threshold T and if f (x, y) >T, we say that 

the point f (x, y) is the object point. 

3.4 ORDERED WEIGHTED AVERAGING METHOD 

Yager [1] discovered the OWA operator which is basis for the information 

aggregation. OWA provides the aggregation method for solving the problems which 

includes multiple criteria of decision making. A parameterized family of aggregation 

operator like k-order statistics, arithmetic mean, median, maximum and minimum is 

provided by OWA operator. In some cases of multi criteria decision making exact -

and-ness is required which produces minimum value and in some cases exact -or-ness 

is required which produces maximum value. The value in between these two extremes 

i.e.  -and-ness and or-ness is provided by the aggregation operator based on OWA. 

These two extremes are limited for multiplication (like AND gate) and summation 

(like OR gate).  OWA operators are taken in account in the later  part and then 

detailed discussion was made regarding the  behavior of operators as in [1]. Three 

steps in OWA operation are as follows – 1) Reordering of inputs, 2) Weight  

determination related with OWA operators and 3) Aggregation process. 

3.4.1 Yager’s OWA Operator Weights Method  

Definition: “Mapping the OWA operator R from R m R, (where R = [0, 1]), with 

dimension m, has weighting vector w = (w1, w2, w3,… wm)
T
 , where wj∈ [0, 1] and Σ 

wj = 1 , the summation of individual weights will always one. Thus, for the multi-

criteria of size m, the input parameter     (x1, x2,x3……xm), the OWA determines the f-

validity in f-geometry shapes as follows”. 

𝑂𝑊𝐴(𝑥1,𝑥2,𝑥3………………..𝑥𝑚 ) = ∑ 𝑤𝑗 𝑦𝑖    (3.5) 

                  𝛽 =  
1

𝑚−1
∑ 𝑤𝑗  (𝑚 − 1)𝑚

𝑗=1      

 (3.6) 

In this, β (or-ness) lies in the range [0, 1]. At every instance when β occupies 

maximum value i.e. 1, produces the weight vector as (1, 0, 0,...0), means that entire 

weight is acquired by the maximum value of xj producing the maximum OWA 

operator and when β occupies minimum value i.e.= 0, produces the weight vector as 

(0, 0, 0,…, 1), means that the entire weight is acquired by the minimum value of xj, 
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producing the minimum OWA operator. When β occupies middle value i.e. 0.5, the 

weight vector as (1/n, 1/n, 1/n,…, 1/n) is generated which shows   that the arithmetic 

mean of weights are distributed evenly between the inputs [1]. The relative 

quantifier’s membership function can be expressed as 

𝑄(𝑟) = [

0 𝑖𝑓 𝑟 < 𝑎
𝑟−𝑎

𝑏−𝑎
        𝑖𝑓 𝑎 ≤ 𝑟 ≤ 𝑏

1 𝑖𝑓  𝑟 > 𝑏

      (3.7) 

where a,b,r ∈ [0,1].[3] 

The weights wj of the OWA aggregation calculated in [1], Yager from the function Q 

discusses the quantifier, with m number of criteria.  

𝑤𝑗 = 𝑄 (
𝑗

𝑚
) − 𝑄 (

𝑗−1

𝑚
)      (3.8) 

where  j =1,2,…,m and Q(0) = 0. 

The relative quantifiers are pictorially represented as in figure 3.1. This shows the 

relative quantifiers “most”, “at least half” and “as many as possible” taking the 

parameter a and b as (0.3, 0.8), (0, 0.5) and (0.5, 1) respectively. 

Now for determination of weights, we review the OWA operator models with 

nonlinear objective function. The next section consists of experimental work and 

results. 

 

Figure3.1 (a): Linguistic  Quantifier  “most” 
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Figure 3.1 (b): Lingustic Quantifier  “at least half” 

 

Figure 3.1 (c):Lingustic  Quantifier  “as many as possible” 

3.5 PROPOSED METHODOLOGY 

Proposed method is based on algorithm given below. The results of proposed method 

are compared with Sobel Object detection algorithm. 

3.5.1 Proposed Algorithm 

START 

STEP 1: Read Infrared Image 

STEP 2: Change image into gray scale 

STEP 3: Apply histogram equalization 

STEP 4: Store all distinct gray levels  
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STEP 5:  Estimation of threshold ‘T’ 

3.5.1.1Arrange all gray levels in decreasing order 

3.5.1.2 Estimate Weights by using linguistic quantifier by using equation (3.7) and 

(3.8) 

3.5.1.3 Aggregate product of these weights with corresponding gray level inputs by 

using equation (3.5). 

STEP 6: Segment the image on the basis of estimated Threshold by pixel by pixel 

analysis of gray level. 

(a)  If  f(x,y) >T Then g(x,y)=f(x,y) 

(b)  Else  f(x,y)==0 

END 

Based on proposed methodology the experiments are carried out and results along 

with experimental work are discussed in next section. 

3.6 EXPERIMENTAL WORK AND RESULTS  

The experimental work is carried out by taking infrared image of ship as shown in 

figure 3.2.  

 

Figure 3.2 Infrared Image of Ship under Sea Water 

Initially threshold is specified by using heuristic approach based on visual inspection, 

i.e. 129.  

Figures 3.4 to 3.6  are showing results after applying  ‘most’, ‘at least half ’, and ‘as 

many as possible’ linguistic quantifier to estimate threshold respectively.  
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The value of threshold ‘T’ estimated by ‘most’ linguistic quantifier is 115 whereas ‘at 

least half’, and ‘as many as possible’ linguistic quantifier produces 131 and 125 

respectively. Values of ‘T’ produces ‘at least half’, and ‘as many as possible’ 

linguistic quantifier and are much closer to visual inspection i.e.129. 

In Figure 3.3, output of Sobel object detection algorithm is shown that is very blur. 

After observing figures 3.4 - 3.6, it is found ‘at least half’ and ‘as many as possible’ 

producing output are much better and clearer than Sobel algorithm.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3 Output of  Sobel object detection algorithm 

The performance of ‘at least half ’, and ‘as many as possible’ are slightly better than 

‘most’ quantifier. However it can be observed very clearly that both of these 

quantifiers have tie on the basis of visibility as well as estimated threshold value. 
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Figure 3.4 Output of  Most Linguistic Quantifier 
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Figure  3.5  Output of As Many As Possible Linguistic Quantifier
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Figure 3.6 Output of  Atleast Half Linguistic Quantifier 
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3.7 CONCLUSION  AND  FUTURE DIRECTIONS  

In this we have estimated global thresholding to identify the location of ship in sea 

water. Infrared image is taken as input due to its high heat signature. To, estimate 

heuristic value of threshold of histogram approach is used, and it touches half of pixel 

intensity of 256. 

Threshold values estimated by ‘at least half’, and ‘as many as possible’ linguistic 

quantifier are much closer to visual inspection. The yield of Sobel detection is not 

very clear. 

Proposed work is for static positions of ship, In future same methodology can be used 

for moving ship and it is expected to produce good results. 
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CHAPTER IV 

DE-NOISING INFRARED IMAGE OF SHIP UNDER SEA 

WATER 

 

4.1 INTRODUCTION 

Image de-noising has been an active area in image processing in recent past.  OWA 

based linear objective function is used to remove impulse noise to get a clear image of 

ship in a sea environment. Moreover, Salt & Pepper/Impulse noise may be introduced 

into images during acquisition, transmission, and flooding waves. Salt & Pepper and 

Impulse noise both are same types of noise, hence in rest of the article are used 

interchangeably. 

To remove impulse noise, ‘spatial filtering’ is one of the effective tools. Median  

filters, Ordered  Statistics  Filters and Adaptive  Filters  are  the  leading  filters  for  

this  problem. Median filter is based on Ordered Statistics which yields excellent 

results for images corrupted by impulse noise or salt pepper noise [18]. In this, linear 

objective function is used to remove impulse noise. The results are compared with 

median filter and better performance is shown by presented method. For the moment, 

heat sensors enhanced the images of the objects of interest and diminished the 

background and noise. Hence, in this work infrared image of ship is used as input. 

Please refer to figure 4.2 (f). 

This chapter is organized as follows. The computations of median filter are 

introduced in Section 4.2. Section 4.3 elaborates the method called OWA based 

filter. Experimental work and results on removal are reported in section 4.4 and 4.5. 

In section 4.8, conclusion is discussed along with future directions. 
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Figure.4.1 Sample Images (a) Leena (b) Zelda (c) Barbara                                                           

(d) Gold Hill  (e) Boat (f) Cameraman 
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Figure 4.2 Sample Images (a) Aeroplane (b) Arctichare (c) Baboon                                        

(d) Boy (e) Cat (f) Ship 

 

4.2 COMPUTATION OF MEDIAN FILTER 

Median filters are quite popular; they provide certain excellent noise-reduction 

capabilities.  Median filters are particularly effective in presence of impulse noise, also 

called salt-and-pepper noise. The median of a set of intensity values is such that, half 
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of the values in the set are less than or equal to median and half are greater than or 

equal to median. The median filtering of an image is a two-step process. 

1)  Select a point (pixel) in an image and then sort the pixel in question and its 

neighbours. 

2)  Determine median and assign this value to that selected point. 

In this work, 3X3 neighbourhood is taken and arranged in descending order. The 

median is the 5
th element of the sorted array. For example ,sorted 

valuesare174,171,170,166,166,163,163,162,162. Referring Table 4.1, the median of 

3X3 neighbours is 5
th

element, i.e.166. 

 

                     Table 4.1     3x3 Mask 

166 

 

166 163 

174 171 170 

163 162 162 

 

Other variations of ordered statistic filters are max and min filter. Max filter finds out 

the brightest point whereas Min. filter is used for finding darkest point in image. 

Moreover, the proper aggregation of different pixel of image may generate 

appropriate intensity by selecting robust point. This is shown in section 4.2. 

 

4.3 COMPUTATION OF OWABASED FILTER 

Aggregation operator is the central concept of information aggregation and was 

originally introduced by Yager [1]. Subsequent part discloses a brief account of 

OWA operators, detailed discussion about the behaviour of operators in OWA is in 

[2].The OWA operation involves following three steps shown in figure 4.3. 
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Figure 4.3 Summary of OWA Method 

 

4.4 EXPERIMENTAL WORK  

In this section, the OWA model is compared with median noise removal method. The 

visual performance of OWA method is higher or equal to median filter as shown in 

results, figures 4.4 to 4.15. The noise parameter is set 0.01 for the impulse noise. 

To remove noise we have considered each and every pixel’s intensities and have taken 

8-neighborhoods for consideration. In Section 4.3, it is shown that OWA based filter 

has three steps. First step is arranging the inputs image. So we have considered the 

entire pixel in question and 8 pixels of neighbourhoods, and arranged them in 

descending order. 

 

Table 4.2 Values of Intensities in Neighbourhoods 

162 162 163 

174 171 170 

163 166 166 

 

Sorted values are (174,171,170,166,166,163,163,162,162). 
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i/m 0/9 1/9 2/9 3/9 4/9 5/9 6/9 7/9 8/9 9/9 

 
Q(i/m) 0 0.1111 0.2222 0.333333 0.4444 0.556 0.67 0.7778 0.8889 1 

 

Q(r) NA 0 0 0.066667 0.2889 0.511 0.73 0.9556 1 1 

weights NA 0 0 0.066667 0.2222 0.222 0.2222 0.2222 0.04444 0 

 

4.4.1 Weight Calculation 

The fuzzy quantifier used for weight estimation is ‘most’. Since, the number of input 

parameters is nine; the value of ‘m’ is 9 for the OWA. The estimation of weights is 

done by step 2 for m = 9. The values of variable ‘a’ and ‘b’ are taken 0.3 and 0.8 

respectively.  As per our interest,   we have considered an array of different size; the 

values are varying from 0-255. To get improved intensity aggregation process step 3 

is applied. 

4.4.2 Estimation of Intensity Values 

To counter impulse noise, the determined weight vector is convoluted as a 3X3 mask 

on all pixel of image .Meanwhile, intensity of all other elements and pixel in question  

is improved and is jth main value of intensity among other 8 elements of current pixel. 

After rounding off, the value of intensity is ‘158’. 

The same procedure is carried out for each and every pixel. The neighbour hoods of 

boundary pixels are padded with zeros. 

4.5 RESULTS AND DISCUSSION 

The samples images taken as input are shown in figure 4.1 and figure 4.2. First, we 

have applied impulse or salt and pepper noise. Then, the images are obtained after 

de-noising with OWA method. The results are also compared with median filter. It is 

observed that, the results are satisfactory. 

Table 4.3 Estimation of Weight 
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Figure 4.4 Comparative Images of Leena 
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Figure 4.5 Comparative Images of Zelda 
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                      Figure 4.6 Comparative Images of Barbara 
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Figure 4.7 Comparative Images of Camera Man 
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Figure 4.8 Comparative Images of Boat 
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Figure 4.9 Comparative Images of Gold Hill 
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Figure 4.10 Comparative Images of Aeroplane 
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Figure 4.11 Comparative Images of Architect 

 

Figures 4.4 to 4.15 have four parts; (a) is showing original image (b) has salt pepper 

noise, whereas (c) and  (d) show de-noised image after applying median filter and OWA 

based filter, respectively. After taking a close observation of the images of figures 4.4 to 

4.15, it is clear that OWA produces more clear images as compared to traditional median 

filter. 
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Figure 4.12 Comparative Images of Baboon 
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Figure 4.13 Comparative Images of Boy 
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Figure 4.14 Comparative Image of Cat 
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Figure 4.15 Comparative Images of Ship 

 

4.6 ANALYSIS OF OWA FILTER WITH MEDIAN FILTER 

 

Analysis of Noised Filter: 

• A new noised filter is introduced, that is based on fuzzy linguistic quantifier 

‘most’.  

• This naïve filter is compared with well-established median filter.  

• A mask of 3X3 is generated by OWA operator and convoluted with every pixel of 

images with 8 neighbors.   

• Results generated by Most OWA based filter, shows quite satisfactory 

performance. 
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Performance of OWA based filter: Results generated by proposed method, which is 

application of OWA operator, shows quite satisfactory performance.The next section 

concludes the chapter. Additionally future directions also discussed. 

Table 4.4    SNR of proposed Filter and Median Filter 

Noise Density SNR value SNR value of 

 most filter 

SNR value of  

median filter 

0.01 4.1433 4.1386 3.9897 

0.02 4.614 4.609 4.4424 

0.03 4.8762 4.8706 4.6969 

0.04 5.3318 5.3257 5.1311 

0.05 5.6092 5.6023 5.401 

 

4.7 CONCLUSION AND FUTURE DIRECTIONS 

In this work, infrared image of ship in sea is de-noised from Impulse noise. Impulse noise 

may be introduced into thermal images either due to flood waves in sea water or during 

acquisition and transmission. The proposed filter is compared with well-established 

median filter. A mask of 3X3 is created by aggregation operator and convoluted with 8-

neighbors. In future, Results generated by more fuzzy quantifiers like ‘as many as 

possible’, ‘at least half’ can also be used for de-noising the image. The filtered image can 

be used for tracking of ship or movement of military troops in the water territory by using 

different segmentation techniques. 
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CHAPTER V 

SUBBAND EXTRACTION STRATEGIES IN SHIP 

DETECTION WITH THE SUBAPERTURE CROSS-

CORRELATION MAGNITUDE 

 

 

 

5.1 INTRODUCTION  

Higher differentiation of contrast between targets and surrounding increases the chances 

of spotting small targets in uncontrolled and unpredicted environment.  The cross-

correlation of sub aperture measurements from synthetic aperture radar (SAR) was first 

suggested by Arnaud [138] to spot man-made targets. SAR is based on image product 

that improves the detection of targets. SAR is also helpful in detecting ship in ocean 

because sea environment has low backscattering coefficients and low contrast to the 

background sea clutter. 

Therefore this chapter focused in  spot smal l  vessels in oceanic water.  Sub-aperture 

Cross-Correlation Magnitude (SCM) is used to detect small ship targets in synthetic 

aperture radar (SAR) images of sea water. An preprocessed SAR image is   taken as 

input, Azimuth bandwidth reduction, Sub-band extraction, Up-sampling, Hermitian inner 

product, Low pass filter, Down-sampling and  Local Averaging are the steps to produce 

clear image. 

The cross-correlation of subaperture measurements from synthetic aperture radar 

(SAR) was first suggested by Arnaud [138] to obtain an image product  that  improves  

the detection of difficult man-made targets with low backscattering coefficients and low 

contrast to the background sea clutter. The concept was later elaborated by Souyris et al. 

[139], who referred to the format as the two-look internal Hermitian product. They 

extended the technique to polar metric data and provided details on the implementation. 

A subaperture is defined as a subset of the available aperture, which can be extracted as a 

subband in the frequency domain and focused into an image of complex scattering 
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coefficients with degraded resolution. The subapertures are filtered out from the spectrum 

of full-resolution simple-look complex (SLC) data. Since they correspond to separate 

parts of the range or azimuth frequency band, the subapertures will originate from 

different time slots. The idea is to compute a cross-correlation between the complex 

scattering coefficients of two subapertures and to use the magnitude as a test statistic for 

target detection. 

The underlying principle is that open water decorrelates in less than 0.05 s at C- band (< 

0.1 s at L-band) [140], whereas a man- made target such as a ship should remain coherent 

over the time separating the acquisition of the subapertures. Therefore, the subaperture 

cross-correlation magnitude (SCM) is expected to provide a higher contrast between 

ships and open water than ordinary single-look intensity (SLI) images. This has been 

effectively demonstrated [139]. Other approaches have been suggested that correlate 

subaperture amplitude or intensity and discard the phase information [140], but not 

included in current literature. 

The original approach of Souyris et al. [139] produced two SCM images: one based on 

subapertures extracted in range and a second with subapertures extracted in the azimuth 

direction. The magnitude values were subsequently added. However, it was found in a 

that azimuth band splitting is preferable because it better preserves spatial resolution and 

target details. In this work, SCM algorithm is studied, but limited to sub band extraction 

from the azimuth spectrum only. 

It was suggested in [138] that the SCM technique can be adapted to different sea 

conditions by adjusting the width of the extracted subbands and their spectral separation. 

A point target may present nonstationary behavior throughout the illumination time, e.g., 

in cases of rough sea state. This can make the target visible only within parts of the 

azimuth or range spectrum. The width of the subbands might have to be reduced in 

agitated sea states to avoid decorrelation of the ship. It was further argued that both 

separation and subband width might have to be increased when the sea is calm to enhance 

the decorrelation of the sea. 
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In spite of the incitements, the subband extraction strategy has so far not been studied in 

the literature on SCM applied to ship detection. Hence, this is the focus of this letter. We 

study the effect of splitting the azimuth spectrum into subapertures as a function of 

spectral bandwidth and overlap. We open for subaperture overlap to investigate the 

whole continuum of extraction strategies, ranging from narrow time-separated sub-

apertures to full subaperture overlap. In addition, by utilizing more of the bandwidth, the 

loss of spatial resolution associated with subaperture processing can also be reduced. 

Section 5.2 describes the details of the improved SCM (I-SCM) algorithm that allows 

overlap of subaperture bandwidths, the subband extraction strategies, and the 

performance measures used in the experimental part. Section 5.3 presents the 

experimental work and results. Section 5.4 discusses the performance of I-SCM. The 

conclusions are given in Section 5.5. 

5.2 IMPROVED SCM ALGORITHM OR I-SCM 

The steps of the algorithm outlined in figure 5.1 are as follows. 

     1)  Data: The SLC SAR data used as input to the algorithm are converted to the 

frequency domain by a 2-D fast Fourier transform (2-D FFT). 

    2)  Spectrum shifted to Doppler centroid: It is known that the Earth’s rotation causes 

systematic variations of the Doppler centroid along the satellites orbit [141]. We shift the 

Doppler centroid fdc  to zero azimuth frequency f0 to compensate for this effect. This 

is crucial for accurate subsequent processing. 

3)  Azimuth bandwidth reduction: A reduction of the azimuth bandwidth to ∼80% of the 

original is done to take into account that a modified Kaiser–Bessel weighting function 

has been applied in the processing of the delivered Radarsat-2 SLC products [142]. The 

reduced bandwidth is from here on referred to as the total available azimuth bandwidth B, 

stretching from f0  − B/2 to f0  + B/2. 

4)  Subband Extraction: Two azimuth subbands are extracted from B, which will be used  
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Figure 5.1   Flow Chart of the Sub Aperture Processing Algorithm 

to produce the subaperture scattering coefficients S1  and S2   in step 6. The sub- band 

extraction strategies investigated in this letter are described in Section II-B. 

5)  Upsampling: To allow overlapping subaperture with-out introducing aliasing, both 

subaperture are first zero padded to double the size in both range and azimuth; then, a 
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2 

low-pass filter is applied in step 7. Upsampling is done to increase the sampling 

frequency and avoid that unwanted components of the signal fall into the passband of the 

filter applied in step 7. The center frequencies of the subaperture f1  and f2  are shifted 

to f0 to avoid a frequency difference between them. 

6)  Hermitian inner product: A 2-D inverse FFT (2-D IFFT) is used to produce S1 and S2 

Their complex correlation is computed as the Hermitian inner product: S1 S∗. 

7)  Low-pass filter: After a 2-D FFT, a low-pass filter (e.g., a Hanning window) stretching 

from f0  − B/2 to f0  + B/2 is applied in both range and azimuth direction. This shows 

better results when the low-pass filter is applied to the complex ρ, rather than the 

magnitude |ρ|. 

8)  Downsampling: We return to the spatial domain by a 2-D IFFT  and  down sample to 

half the size in both range and azimuth direction. 

9)  SCM+ :  A local averaging filter (e.g., of size 3 × 3 pixels) is applied to the complex 

subaperture correlation ρ. The magnitude of the data is extracted. 

5.2.1 Variation of Subaperture Bandwidth 

In the subband extraction stage, it is assumed that both subapertures are assigned the 

same fraction of the total avail- able azimuth bandwidth B.  The bandwidth allocated to 

each subaperture, denoted as BS , always starts from one end point of the azimuth 

spectrum and stretches towards the other, with a potential overlap with the other 

subaperture. 

In the first limiting case, both subapertures have zero band- width. At a bandwidth of BS 

= B/2, the subapertures together occupy the whole azimuth spectrum, but there is no 

overlap. A subaperture bandwidth of BS = B defines the other limiting case, where 

there is a total overlap between the subapertures [67]. 

It follows that BS ≤ B/2 is equivalent to no overlap, B/2 < BS < B represents 

partial overlap, and the degree of overlap in the latter region is 2BS /B − 1. The 

bandwidth definition is shown in fig. 5. 2, which shows the cases BS = B/4, BS = B/2, 

and BS = 3B/4. 
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∗ 

 

Figure 5.2.   Variation of the subaperture bandwidth BS within an azimuth spectrum 

with bandwidth B. (Right) Case BS  = 3B/4 has partial overlap between the subbands. 

 

The SLI, which is commonly used in ship detection, is conventionally calculated as   

I=S1· S∗. This is equivalent to ρ=S1· S2 with BS=B (thus S1= S2) and no averaging. 

Hence, unless countermeasures are taken, the quality of the SLI data will also be reduced 

by aliasing, as for the SCM product. To handle this, we apply the algorithm outlined in 

figure 5.1 for the limiting case BS=B  but omit the local averaging in step 9. 

5.3. EXPERIMENTAL WORK AND RESULTS  

Experiments show that the investigated target is often not properly resolved for β     

0.15. Hence, we limit the following analysis to β ∈ [0.15, 1]. 

5.3.1 Results of SCM
+ 

The data set consists of three SAR SLC images and contains three acquisitions of a search-

and-rescue vessel (length: 64.5 m; width: 13.8 m) in open sea. The SAR data were 
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recorded over the in the Norwegian Sea. Experimental results based on dataset are shown 

in figures 5.3 to 5.6. An area of size 200 × 200 pixels is selected for all clutter regions 

studied. 

 

              Figure 5.3 (a) Input image of SAR data set 1      (b) Output of SAR data set 1 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.4 (a) Input image of SAR data set 2      (b) Output of SAR data set 2 
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Figure 5.5  (a) Input image of SAR data set 3    (b) Output of SAR data set 3 

 

Figure 5.5 (a) Input image of SAR data set 3     (b) Output of SAR data set 3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.6 (a) Input image of SAR data set 4     (b) Output of SAR data set 4 
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5.4 PERFORMANCE ANALYSIS OF IMPROVED SCM OR I- SCM 

In Section 5.3, we compare SCM+ to SLI+ with respect to measures of the speckle 

level and the contrast between the target and the surrounding background. Specifically, 

we investigate the coefficient of variation (CV) and t h e  target- to-clutter ratio (TCR). 

These parameters are measured as a function of the normalized sub aperture bandwidth, 

which is defined as β = BS /B. Hence, it ranges from 0 to 1, whereas the region where 

the sub apertures overlap goes from 0.5 to 1. 

The performance of I-SCM is analyzed in the following terms: 

Coefficient of variations (CV)  

Spatial Resolution    (SV) 

5.4.1 Coefficient of Variations (CV)  

CV is the measure of heterogeneity between targeted ship and background (open sea 

environment) of received SAR images. The highest pixel resolution that can be obtained 

is inversely proportional to the subaperture bandwidth. Thus, as β is raised, the CV is 

calculated from image data with steadily increasing resolution. 

                                  CV=σc/μc 

Here σc  is standard deviation of pixel intensity of any given area in SAR image. 

   μc   mean of pixel intensity of any given area in SAR image.  

• The μc and σc contribute as a divisor and a dividend to the CV. 

• The explicit decomposition is useful to interpret the variation of the CV. 

• If the resolution kept same and the target is stationary. Then following 

observations are concluded. 

• For β > 0.5, Mean value would stay same, whereas standard deviation would 

decreases, and speckle in images improved in terms of CV. 
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Table 5.1 Performance of SCM –I in terms of Coefficient of variations 

β Mean Deviation CV 

0.5 0.0987 3.7858 38.3566 

0.6 0.0733 3.1899 43.5184 

0.75 0.0751 3.1855 42.4433 

 

 

Figure5.7 Influence on spatial resolution for β>0.5 

5.4.2 Spatial Resolution (SV) 

• Increment in sub aperture bandwidth for β>0.5 not have any influence on the 

spatial resolution. 
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• β=0.6 we can observed we can observe peak point of CV i.e. strong contrast 

between the targeted ship and the surrounding water and flooding waves. 

• Hence it is concluded, where the sub apertures are partially overlapped provides 

best contrast.  

5.5. CONCLUSIONS AND FUTUREWORK 

This chapter introduced I-SCM Improved algorithm (Sub-aperture Cross-Correlation 

Magnitude for ship detection). It is used to detect small man made target in Radar 

Images.  

For higher degree of overlapping strong contrast between the targeted and background is 

found. Moreover partially overlapped sub apertures provide higher level of contrast. 

The proposed work detect motionless ship target in sea water. Experimental results are 

based on contrast enhancement and segmentation techniques.  
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CHAPTER VI 

IMAGE EDGE DETECTION BASED ON MODIFIED ANT 

COLONY OPTIMIZATION  

 

6.1 INTRODUCTION 

Ant system is one of the bio inspired technique that attract research to solve many 

problems. Edge detection is in specific one of the indispensable problem that is taken 

care by ant system. Simple edge detection technique more time to detect edges if the size 

of image is enlarged. Besides this, of discontinuities between the edge’s pixels increase 

problem in multi fold [68]. 

 

In this chapter Ant Colony Optimization (ACO) based approach is used to detect edges of 

a ship in sea environment. Application of triangular fuzzy member ship function is reduce 

time consumption. Proposed work shows clear edges of small and partial objects. 

Edge detection is one of the staple discontinuities based segmentation algorithm to detect 

object in a given image. Edges of objects are detected on the basis of abrupt changes in 

intensity. Hence the principal approach is to identify the pixels that may be the potential 

candidates for drawing edge of object of interest. The property of edge pixel is sharp 

change in intensity value as compare to neighbouring pixels i.e. non edge pixels [68]. 

ACO is one of the bio inspired technique that utilized the above said feature of pixel and 

first select set of pixels as candidates for edge formulation. Thereafter outputs edges by 

using a suitable heuristic measure. 

In proposed work ACO is to determine edges of ship in a sea environment. Fuzzy 

triangular membership function estimate degree of edginess or heuristic information, 

because as the size of  the  image  increases  the  computation  time  for conventional  

edge detection   increases  quickly as well as result in edges have discontinuities. 
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The above said heuristic membership function based ACO shows better performance in 

terms of quality of edges as well as computation time. 

The chapter is organized as follows. Section 6.2 provides a brief introduction to the 

fundamental concepts of ACO. Section 6.3 describes the proposed ACO-based approach 

for edge detection. Experimental results are presented in Section 6.4. Section 6.5 provides 

the conclusion. 

 

 

Figure 6.1 Original Image of Ship under Sea Water 
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6.2     ANT COLONY OPTIMIZATION (ACO) BIO-INSPIRED TECHNIQUE 

The ability of real ants to find shortest routes is mainly due to their depositing of 

pheromone as they travel; each ant probabilistically prefers to follow a direction rich in 

this chemical. The pheromone decays over time, resulting in much less pheromone on 

less popular paths. Given that over time the shortest route will have the higher rate of ant 

traversal, this path will be reinforced and the others diminished until all ants follow the 

same, shortest path the system has converted to a single solution. It is also possible that 

there are many equally short paths. In this situation, the rates of ant traversal over the 

short paths will be roughly the same, resulting in these paths being maintained while 

others are ignored. Additionally, if a sudden change to the environment occurs (e.g. a 

large obstacle appears on the shortest path), the ACO system can respond to this and will 

eventually converge to a new solution. 

6.3 APPLICATION OF ACO ALGORITHMS 

In general, an ACO algorithm can be applied to any combinatorial problem as far as it is 

possible to define: 

Appropriate problem representation: The problem can be described as a graph with a 

set of nodes and edges between nodes. 

Heuristic desirability of edges: A suitable heuristic measure of the “goodness” of paths 

from one node to every other connected node in the graph. 

Construction of feasible solutions: A mechanism must be in place whereby possible 

solutions are efficiently created. This requires the definition of a suitable traversal 

stopping criterion to stop path construction when a solution has been reached. 

Pheromone updating rule: A suitable method of updating the pheromone levels on 

edges is required with a corresponding evaporation rule, typically involving the selection 

of the n best ants and updating the paths they chose. 

Probabilistic transition rule: The rule that determines the probability of an ant 

traversing from one node in the graph to the next. 
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In real world a team ants come out from the nest in search of food. To communicate with 

each other a chemical known as pheromone is evaporated by each ant on the path, which 

is going to be followed by that particular ant. If any obstacle appears on the path ants can 

choose a new path as shown in figure 6.2. The quantity of pheromone is decayed as time 

passes.   This causes the quantity of pheromone on the shorter path to grow faster than on 

the longer one, and therefore the probability with which any single ant chooses the path 

to follow is quickly biased towards the shorter one. The final result is that very quickly 

all ants will choose the shorter path. 

 

 

 

 

 

   

 

 

 

 

 

 

 

Figure 6.2   Movement of Real Ants   

The selection of edge pixels task may be reformulated into an ACO-suitable problem. 

ACO requires a problem to be represented as a graph, here nodes represent pixels of 

images, with the edges between them denoting the choice of the next pixel. To search for 

the potential candidates for pixels an ant travels through the graph where a minimum 

number of nodes are visited or move of ants’ satisfies the traversal stopping criterion. 

Figure 6.3 illustrates this setup—the ant is currently at node and has a choice of which 

pixel to add next to its pixel (dotted lines). It chooses pixel b next based on the transition 
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rule, then c and then d. Upon arrival at d, the current set of pixels are {a, b, c, d}, and 

four numbers of move is used to satisfy the stopping criterion. The ant terminates its 

movement and outputs this traversal is a set of pixels candidate for edge formation.  

 

 

 

 

 

 

 

 

 

Figure 6.3 Ant Systems for Pixels Selection 

6.4 EXPLANATION OF ACO  
 

The ant colony system is derived from the study of real ant colonies. But artificial ants   

have some major differences with a real (natural) one [68]. 

• Artificial ants will have some memory, 

• They will not be completely blind, 

• They will live in an environment where time is discrete. 

The  movement  of  an  ant  in the  graph  is  determined  by  the  transition  probabilities.  

This transition  probability  is  influenced  by  two  factors  namely, the  heuristic  

information  and  pheromone  information. The construction  of  a  solution  to  a  

problem  contains  a  certain number  of  construction  steps.  Each ant tries to obtain a 

good solution simultaneously and individually at every construction step. 
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According to the [68], at the nth construction step, the k
th

 ant moves from node i to j 

according to transition probability. The transition Probability 
(n)

pij is estimated as 

equation (6.1). 

(𝑛)𝑝𝑖𝑗
=

{(𝑛−1)𝜏𝑖𝑗
}

𝛼
.(η𝑖𝑗)

𝛽

∑  ∈ῼ𝑗((𝑛−1)𝜏𝑖𝑗
)

𝛼
(η𝑖𝑗)

𝛽
𝑗

       (6.1) 

Where ῼ is set of unvisited states α and β are constant to control influence of pheromone 

Heuristic information η is based on degree of edginess because movement of ant are 

trigger by greater degree of edginess it is neighbourhood.  

The ant colony system allows for exploration by equation (6.2).  

                         j= {
𝑎𝑟𝑔𝑚𝑎𝑥 [𝜏(𝑖, 𝑗) ∗ η(𝑖, 𝑗)]            𝑖𝑓 𝑞 ≤ 𝑞0

𝑗                                               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
   (6.2) 

Where, q is a random number, q0 is a parameter ( 0<= q0<1) , and J is the random variable 

selected  according to the previous probability distribution in equation 1.  

At every step, based on the value of q generated an ant is moves from state I to state j. if 

q≤ q0 the best edge is chosen according to (6.1).  The best so far solution for every 

construction step for entire algorithm is recorded. 

If, pheromone deposited by an ant provides a positive feedback and thus reinforce the 

probability to find new good solution. Otherwise evaporation of pheromone acts as a 

negative feedback, which prevent algorithm to stop at local maxima. 

The pheromone is updated twice during algorithm. The first update is performed after 

movement of each ant in each construction step. 

(𝑛)𝜏𝑖𝑗
= {

(1 − 𝜌) ∗ ((𝑛 − 1)𝜏𝑖𝑗
)

𝛼

+ 𝜌 ∗ (∆𝑖𝑗)
𝛽

𝑖𝑓 𝑖, 𝑗 𝑏𝑒𝑙𝑜𝑛𝑔𝑠 𝑡𝑜 𝑏𝑒𝑠𝑡 𝑡𝑜𝑢𝑟

(𝑛 − 1)𝜏𝑖𝑗
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (6.3) 

whereρ is evaporation rate. 

(𝑛)∆𝜏(𝑖,𝑗) = {
1

𝑓𝑘
⁄ 𝑖𝑓 𝑎𝑛𝑡 𝑘 𝑒𝑑𝑔𝑒𝑠 (𝑖, 𝑗)

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
     (6.4) 
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Where fk, is the tour length of k
th

 ant.  This tour length depends on the nature of the 

problem to be solved.  It’s value is chosen in such a way that desirable routes have 

smaller tour length.  

The second update is performed after all K ants have moves within each construction 

steps: 

                                                                   (n)
τ   =    (1-φ). (

(n-1)
τ) + φ. (

(0)
τ)                  (6.5) 

here, φ is the pheromone decay coefficient 

6.5.  PROPOSED ACO BASED APPROACH FOR EDGE DETECTION 

In proposed algorithm fuzzy membership function is used for edge detection. The 

heuristic information gathered by ants is very crucial for estimation of transition 

probability. The value of transition probability is used to decide the choice of ant to move 

or select a particular pixel. For segmentation of object from ground edginess property is 

used as heuristic information. As a final step pheromone matrix is used to determine 

whether a pixel is edge or not. For this purpose threshold of intensity is used. Algorithm 

consists of four main steps: 

6.5.1 Read Image 

First step is to read image ‘I’, and convert it into gray level image. Further, image is 

converted into is 2-D image matrix ‘G’ . 

6.5.2 Initialization Process 

This process consists of two steps initialization element of pheromone matrix and 

estimation of degree of edginess for each pixel. 

(a) The initial value of each element of pheromone matrix τint=0.001. 

      (b) Heuristic information ηij is estimated on the basis of variation of image’s intensity   

           values in neighborhood by equation (6.6). 

                                                   η= Δ/(c-b)        (6.6) 
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Heuristic information η is based on degree of edginess because movement of ant is 

trigger by greater degree of edginess at its neighborhood. A ‘3x3’ neighborhood 

considered η is given by triangular fuzzy membership function as shown in figure 6.4. 

Δ=G(i,j) – (∑k=-1 to1 G(i+k,j+k)/8 )       (6.7) 

here G(i,j)  is intensity of pixel at i
th

 row and j
th

 column,  c = max (G(i,j))  and                   

b = min(G(i,j))  

6.5.3 Iterative Construction and Update Process 

This construction step is twofold update process, in first step each ant moves individually 

and update pheromone matrix. The second update is performed after all K ants moved 

within each construction step. 

 

Figure 6.4 Triangular Membership Function 

(a)  Let, in first construction step k
th

 ant move L times. Then transition probability 
(n)

pij is 

estimated by equation (6.1).  On the basis of estimated transition probability amount of 

pheromone is determine by equations (6.2) and (6.3). 

(b) The second update is performed in each construction step after all k ants moved 

within each construction step by equation (6.4). 
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6.5.4 Decision Process 

A final pheromone matrix constructed to reflect the edge information.  Each element of 

matrix corresponds to a pixel in image and specifies whether that pixel is an edge or not 

on the basis of threshold T. 

6.6 EXPERIMENTAL WORK AND RESULTS  

              Proposed method is based on algorithm given below. 

            Proposed Algorithm 

             START 

              STEP 1: Read Infrared Image 

             STEP 2: Convert into  gray level image   

              STEP 3:  Estimation of pheromone matrix 

(a) Initialize values of   quantity of pheromone (τ), evaporation rate (ρ),  and 

pheromone decay coefficient(φ) . 

τ= 0.001, ρ=0.01  , and φ=0.001  

(b) ) Measure Heuristic information ηijby equation (6.6).   

(c)  Estimate Transition Probability (
n)

pijandpheromone quantity for first 

construction step by equations (6.1) and (6.3) . 

(d) Performed second update after all K ants moved within each construction 

step by equation (6.4). 

STEP 4:  Construct final pheromone matrix reflect the edge information by pixel 

by pixel analysis of gray level. After iteration completion of iterative process 

threshold ‘T’ is calculated as 0.7. 

(a) If  f(x,y) >T  

                Then g(x,y)=f(x,y) 

(c) Else  

f(x,y)==0 

END 
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On the basis of proposed methodology experiments are carried out and results along with 

experimental work are discussed in now onwards. 

The experimental work is carried out by taking infrared image of ship as shown in figure 

6.1. The resolution of image is 256x256 pixels. Number of ants, K=4; each ant moves 

N=40 construction steps. The threshold value is taken T=0.7. In first step all the values 

initialized as follows τ = 0.001, ρ = 0.01, φ = 0.001. 9- Pixels (3 by 3) neighbourhood 

considered, to determine degree of edginess η, by applying triangular fuzzy membership 

function. The outcome of experimental work is shown in figure 6.5. 

 

Figure 6.5   Extracted Edge Information by using Proposed Method 

 

To check the performance algorithm work is to imagine each ant, if isolated would move 

with local maxima. This local guarantee only locally optimal moves and will practically 

always lead to formation of discontinues edges. If we now consider the effect of the 

simultaneous presence of many ants, then each one contributes to the trail distribution. 

Good parts of paths will be followed by many ants and therefore they receive a great 

amount of trail. On the contrary, bad parts of paths are chosen by ants only when they are 

obliged by constraint satisfaction these edges will therefore receive trail from only a few 
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ants. To verify the performance of proposed algorithm some more images are considered 

as shown in figures 6.6-6.8.  Figures 6.6 and 6.7 displays edges of small ship and partial 

ship respectively. Where as in figure 6.8 edges of a girl face are shown very clearly, 

which are generated by proposed algorithm.   

 

Figure 6.6 Outcomes  of ACO Based Edge Detection of Small Ship  
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Figure 6.7 Outcomes of ACO Based Edge Detection of Partial Ship  

 

 

Figure 6.8    Outcomes  of ACO Based Edge Detection of Girl‘s Image 
 

Performance of proposed triangular fuzzy membership function based ACO is compared 

with well established Fuzzy C-Means ACO algorithm.The threshold value is taken 
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T=0.7. Following parameter are taken τ= 0.001, ρ=0.01, φ= 0.001 with 8- neighbourhood 

is considered to draw the edge’s pixel, ant moves N=40 construction steps. 

 

Table 6.1 Performance of Proposed Algorithm 

Dimension 

of Image  

Number 

of Ants 

Time required to find all the participating pixels to 

draw edge  

Fuzzy Membership 

Function based ACO 

Fuzzy C-Means ACO 

Algorithm 

256x256 4 13 second 14 second 

256x256 8 6 second 7 second 

256x256 16 2.57 second 3 second 

 

After analyzing table 6.1, it is found that performance of proposed algorithm time 

complexity is better than well know Fuzzy C-Means ACO algorithm. 

6.7. CONCLUSION AND FUTURE DIRECTIONS 

This chapter introduced a new search methodology based on a triangular membership 

function based heuristic to detect edges of ship under sea water. Higher quantity of 

pheromone on a path gives clue, that, particular path was trailed by a large number of 

ants. Proposed Fuzzy membership function helps in producing better over other 

conventional methods of edge detection. 
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CHAPTER VII 

ANALYSIS OF EDGE DETECTION ALGORITHMS AND 

NOISE FILTERS 

 

7.1 INTRODUCTION 

Edge detection is a key tool for image segmentation, which is used for object detection 

and analyzing the images.  This triggers necessities of   robust edge detector   to produces 

the best results in all conditions. This objective can be achieved by analyzing 

performance of different methods of edge detection.  In proposed work comparison of 

edge detection is carried out. This chapter evaluated and analyzed various edge detection 

algorithms. Moreover Classical Edge Detection Methods are combined with proposed 

OWA filter and median filter to remove impulse noise. These two filters are already 

discussed in chapter 4.  Performance of these filter analyzed. There are many methods for 

edge detection, but most of them can be grouped into two categories, 

(i) Measure of gradient magnitude (edge strength ) based methods 

(ii) Measure of Laplacian  (zero-crossings of non-linear differential 

expression) based methods. 

Therefore upcoming subsections focused on Gradient and Laplacian based edge detecting 

methods. 

7.2 GRADIENT BASED EDGE DETECTORS 

This method detects edges by first computing a measure of edge strength or gradient 

magnitude. Thereafter, searching for local directional maxima of the gradient magnitude 

by estimating local orientation of the edge or gradient direction [18].  

Types of gradient based edge detectors: 

 Prewitt edge  detectors  

 Sobel edge  detectors  

 

https://en.wikipedia.org/wiki/Laplacian
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7.2.1 Prewitt Detectors 

The Prewitt edge detector is a suitable means to assess the magnitude and orientation of 

an edge. Although to estimate the orientation from the magnitudes in both x and y 

directions, differential gradient edge detection requires lot of calculations which are time 

consuming. The Prewitt operator is restricted to eight possible orientations; while the 

accuracy of most direct orientations estimations is not so high. This gradient based edge 

detector is estimated in the 3x3 neighborhood for eight directions then all the eight 

convolution masks are calculated. One convolution mask is then selected, which is 

having the largest module. The convolution masks for horizontal and 45
0
 aligned in 

positive direction of the Sobel edge detector is given below: 

 

-1 +1 +1 

-1 -2 +1 

-1 +1 +1 
0

0
 

+1 +1 +1 

-1 -2 +1 

-1 -1 +1 
45

0
 

Figure 7.1 Convolution Masks of the Prewitt Edge Detector 

7.2.2 Sobel Edge Detectors  

The Sobel operator accomplishes a 2-D spatial gradient measurement on an image and it 

highlights the regions of high spatial frequency that relates to edges. Normally to find the 

approximate absolute gradient magnitude at each point in an input grayscale image, a 

Sobel operator is utilized. Due to the introduction of the average factor, it has some 

smoothing effect to the random noise of the image.  Because it is the differential of two 

rows or two columns, so the elements of the edge on both sides has been enhanced, so 

that the edge seems thick and bright.The convolution masks of the Sobel edge detector is 

given below:  
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Figure 7.2 Convolution Masks of the Sobel Edge Detector 

7.3 LAPLACIAN BASED EDGE DETECTORS  

The Laplacian is a second-ordered derivative, it can be directly apply to detect noise in 

it’s original form. Because Laplacian yields double edge, which is an undesirable effect. 

On the other hand, Laplacian has some advantages too, e.g. it zero crossing property 

helpful in locating edges, whereas it also detect whether a pixel is on dark or light side of 

an edge. Therefore this second ordered derivative combined Gaussian and other 

operators. Some of them are discussed below. 

Types of Laplacian based edge detectors  

 Laplacian of Gaussian Edge Detector (LoG) Method 

 Roberts Edge Detection Method 

 Canny Edge Detector Method 

7.3.1 Laplacian of Gaussian or (LoG) Edge Detection Method 

Laplacian of Gaussian or LoG combines two mathematically similar approaches. Firstly, 

the image is convoluted with Gaussian smoothing filter and then it calculates results with 

Laplace. Secondly, image is the linear filtered which is the Laplacian of the Gaussian 

filter. This is also the case in the LoG. Gaussian filter is used for smoothing or filtering. 

By transforming edges into zero crossings, the enhancement is performed and for 

identification of its type, the detection is performed by detecting the zero crossings for 

the various samples of sharp images. Laplacian of Gaussian (LoG) tests wider area 

around the pixel and detects edges correctly, but malfunctions at corners and curves. LoG 

method is unable to find edge orientation because of Laplacian property.  

-1 0 +1 

-2 0 +2 

-1 0 +1 

Gx 

+1 +2 +1 

0 0 0 

-1 0 +1 

Gy 
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0 -1 0 

-1 4 -1 

0 -1 0 

 

Figure 7.3 Convolution Masks of the LoG Edge Detector with 4- Neighborhood 

-1 -1 -1 

-1 8 -1 

-1 -1 -1 

 

Figure 7.4 Convolution Masks of the LoG Edge Detector with 8- Neighborhood 

7.3.2 Roberts Edge Detection Method  

The Roberts edge detection method accomplishes a simple, quick to compute, 2-D spatial 

gradient measurement on an image. It shows regions of high spatial frequency which 

generally correspond to edges. Grayscale image is given as input to the operator, as is the 

output, in its general applications. A pixel value at every point in the output gives the 

estimated absolute magnitude of the spatial gradient of the input image at that point. 

 

 

 

Figure 7.5 Convolution Masks of the Robert Edge Detector 

7.3.3   Canny Edge Detection Method 

John Canny considered the device canny filter as a tool for developing a best smoothing 

filter which is used for localization and minimizing multiple responses to a single edge. 

0 +1 

-1 0 

1  0 

 0 -1 
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This is an optimal filter, which consists of four exponential terms and can be well 

approximated by first-order derivatives of Gaussians. Canny’s edge detector is an optimal 

solution to problem of edge detection which gives better detection especially in presence 

of noise, but it is time consuming and require a lot of parameter setting. Canny filter 

based on opinion of non-maximum suppression, which means that given the pre 

smoothing filters, edge points are described as points where the gradient magnitude 

assumes a local maximum in the gradient direction.  

-1 0 +1 

 -2 0 +2 

 -1 0 +1 

 

Figure 7.6 Canny Convolution Masks for Vertical Edge Detection 

 

 

 

 

Figure 7.7 Canny Convolution Masks for Horizontal Edge Detection 

7.4 PERFORMANCE OF EDGED DETECTION METHODS 

It is founded that Gradient  based  edge  detectors  like  Prewitt and  Sobel  are  relatively  

simple  and  easy  to  implement,  but are very sensitive to noise. Figures 7.8 and 7.9 

display edges of ship generated by Prewitt and Sobel Edge Detector respectively. These 

figures de-noised image with median filter and OWA based filter thereafter edges were 

detected. 

+1 +2 +1 

0 0 0 

 -1 -2 -1 
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Figure 7.8   Edges of Ship generated by Prewitt Edge Detector 
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Figure 7.9   Edges of Ship generated by Sobel Edge Detector 

On the seminal line in figures 7.10-7.12 performance of LoG, Robert, and Canny’s 

operator are analyzed. 
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Figure 7.10 Edges of Ship generated by Laplacian of Gaussian Edge Detector 
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Figure 7.11 Edges of Ship  Generated by Roberts Edge Detector 
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Figure 7.12 Edges of Ship  generated by Canny Edge Detector 
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7.5 ANALYSIS OF EDGE DETECTION TECHNIQUES 

• Gradient  based  edge  detectors  like  Prewitt and  Sobel  are  relatively  simple  

and  easy  to  implement,  but are very sensitive to noise.  

• Laplacian of Gaussian tests wider area around the pixel and find the edges 

correctly, but malfunctions at corners and curves. It also does not find edge 

orientation because of using Laplacian filter. 

•  Canny algorithm is an optimal solution to problem of edge detection which gives 

better detection especially in presence of noise, but it is time consuming and 

requires a lot of parameter setting. 

• Edge Generated by Roberts Operator in Median Filter are more prompt than most 

OWA operator. 

 

7.6 CONCLUSION AND FUTURE DIRECTIONS 

This chapter analyzed performance of Gradient based edge detectors as well as Laplacian 

filter. In future, more soft computing technique algorithm can be used to implement quick 

and adaptive edge detection methods. 
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CHAPTER VIII 

CONCLUSIONS AND FUTURE DIRECTIONS 

  

8.1 CONCLUSIONS 

This chapter concludes the work of all the previous chapters. At a glance, it can be stated 

two category of image processing techniques viz. image enhancement and image 

segmentation are analyzed and compared. 

In this research, continuity and discontinuity based segmentation is analyzed. Infrared 

image of ship is segmented from background, thereafter de-noised from impulse noise by 

using OWA filter. SCM algorithm is used to detect ship in sea water, while SAR image is 

used as input. 

Infrared image is taken as input due to its high heat signature. There are two main 

techniques used to detect small objects using infrared image. Proposed Object Tracking 

algorithm is better if input images are infrared images; this technique is also capable to 

capture movement of enemy troops due to its heat sensing property, whereas SCM 

version of ship detection is useful when input image is taken from RADAR in highly 

agitated sea water. 

Infrared image of ship in sea is de-noised from Impulse noise. Impulse noise may be 

introduced into thermal images either due to flood waves in sea water or during 

acquisition and transmission. A noise filter is introduced, that is based on ‘most fuzzy 

linguistic quantifier’. This naïve filter is compared with well-established median filter. A 

mask of 3X3 is generated by OWA operator and convoluted with every pixel of OWA 

images with 8-neighbors.Further to de-noised image from impulse noise a new OWA 

based method is compare with median filter.  The proposed method produces better 

results in terms of Signal to noise ratio and visibility. 

Moreover, this research extracted image on the basis of estimated global thresholding to 

identify the location of ship in sea water. Threshold value of heuristic approach based on 

visual inspection is 129. The value of global threshold produced by ‘most’ linguistic 
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quantifier is 115 whereas ‘at least half ’, and ‘as many as possible’ linguistic quantifier 

produces 131 and 125 respectively.  Results produced by ‘at least half ’, and ‘as many as 

possible’ linguistic quantifier are much closer to visual inspection. On the other hand 

output of Sobel object detection is not very clear. 

An improved version of the SCM algorithm for ship detection is analysed, which allows 

overlapping subaperture while mitigating aliasing. In earlier method infrared image is 

taken as input. It is observed we can observe peak point of CV i.e. strong contrast 

between the targeted ship and the surrounding water and flooding waves at β=0. Hence it 

is concluded, where the sub apertures are partially overlapped provides best contrast. 

Cases with highly agitated open sea states and the best choice of averaging filter 

window size should be investigated in the future. In proposed work Infrared and Sub-

aperture Cross-Correlation Magnitude is used to detect stationary ship target in sea 

water. Experimental results are based on contrast enhancement and segmentation 

techniques. But proposed work is not used to detect moving target (ship in sea water). 

Only Averaging filter with 3X3 size is used to improve resulting image, use of more 

averaging filter should be done.  

The proposed work introduces a new search methodology based on a triangular 

membership function based heuristic to detect edges of ship under sea water. The general 

idea underlying the Ant Colony System paradigm is that ants are directed by quantity of 

pheromone on the various path. Higher quantity of pheromone on any path from source 

to destination is indicated that, it was followed by a good number of ants and may leads 

to shortest path. Proposed work gives better results as compared to other conventional 

methods of edge detection. 

What is more this work compare and analyzed some famous edge detection algorithms 

and evaluate them on the basis of their results to different images.  Gradient  based  edge  

detectors  like  Prewitt and  Sobel  are  relatively  simple  and  easy  to  implement,  but 

are very sensitive to noise. LoG tests wider area around the pixel and find the edges 

correctly, but malfunctions at corners and curves. It also does not find edge orientation 

because of using Laplacian filter. Canny’s algorithm is an optimal solution to problem of 
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edge detection which gives better detection specially in presence of noise, but it is time 

consuming and require a lot of parameter setting.  

8.2 FUTURE DIRECTIONS 

Current research work has potential to become basis to trigger more research on the basis 

of following key points. 

 More, fuzzy quantifier like ‘as many as possible’ and ‘at least half’ can be used to 

de-noising the image.  

 The filtered image can be used for tracking of ship or movement of military troops 

in the water territory by using different segmentation techniques. 

 Proposed work is for static positions of ship, In future same methodology can be 

used for moving ship and it is accepted to produce good results. 

 The output of Sobel object detection is not very clear. OWA operators can be used 

for segmenting ship in   static images,  

 If we used proposed methodology to detect moving ship and it is accepted to 

produce good results.  

 In future more soft computing technics like neural network and genetic algorithm 

can be used to implement intelligent edge detection methods. 

 The filtered image can be used for tracking of ship or movement of military troops 

in the water territory by using different segmentation techniques. 

8.3 LIMITATIONS OF STUDY 

 Proposed work is not used to detect moving target (ship in sea water).  

 Averaging filter with 8-neihborhood is used to improve resulting image. 

 In this work only fuzzy membership functions are used. 

 Many intelligent system like machine learning, neural network and rough set 

based application yet to be explore. 
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