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1 Itis compulsory to answer all the questions (1.5 marks each) of Part -A in short.
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2. Answer any four questions from Part--B in detail.
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3. Different sub-parts of a question are to be attempted adjacent to each other.
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; PART-A (3T - &) :
Write the recurrence relation for n-ary search and why it is not preferred? {1.5].
m—uﬁméxﬁvqmq%mﬁﬁaﬂtsﬁmaﬁaﬁﬁ
e 37
Write th following functions in the increas'ing order of asymptotic complexity: (1.5)
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fi(n) =2 f2(n) =n (/2 f3(n) =n*log(n) f4(n) = nlos) ,
Why Greedy method is not suggested for 0/1 Knapsack problem? . (1.5)
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Bellman-Ford Algorithm always find negative weight cycle in the graph" Justify (1.5)
your answer.
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In which scenario a sorting technique is called stable? Also give example of 2 (1.5)
stable sorting techniques.
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Merge the following files optimally: (5,9,4,2,1,10) 15
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Explam the significance of asymptotlc notations. . (1.5) .
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Explam explicit and 1mphc1t constraints for Hamiltonian Cycle. : - IL5)
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Describe Least Cost Search function in brief. (1.5) :

v ST




HEE

- g2 @

(b)

Q3 (a)

(®) .

Q4 ()

B E

Differentiate P, NP-Hard and NP-CdmpIete problems. (1.5)
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,1 PART-B (H177- @) b

Solve the following recurrence relations: ; : (5)
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(i) T (n) = 7T Floor(n/3) +n?
Write the algorithm for divide and conquer based sorting technique which (10)

‘runs with same time complexity in all scenarios and also compute the time

complexity of the algorithm,
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* Explain dominance rule (Merge-Purge) with an appropriate example. (5)
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‘leferennate backtracking and dynamic programming algorithm design (10) -

techmques corresponding to their application domain. Also explain the N-
Queen problem in detail using backtracking.
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Amit resides at city A and plans to visit various cities B, C and D. Compute (15)
optimal route with minimum cost to return back to A and every city he wants
to visit once,
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Compute the Shortest path from A to F using greedy method. (5)
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Write Ford Fulkerson-Network Flow algorithm and compute the maximum (10)
unit flow from node 1 to node 8.
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Solve the knapsack problem using Branch and bound technique: .(10)
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m=30, (w1, w2, w3, w4) = (18, 15, 8, 12), (p1, p2. p3, p4) = (36, 24, 8, 12)

If A to H are different steps of a task and their
dependency is given in the graph below. Compute
topologigal order of events for successfully !
completfon of task.
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Explain any 2 types of Randomized algonthm techniques Wlth corresponding . (8)
applications and scope.
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Explain the utlhty of Approximation algorithms with appropriate example. (7)
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