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ABSTRACT

To ensure the safety of people in public as well as domestic places, surveillance cameras
are being installed everywhere such as in banks, malls, markets, academic institutions,
parking and most importantly on the roads where the traffic, both pedestrians as well as
on wheels, is present 24×7. Different situations are captured by surveillance cameras
installed at different places. Accidents on the roads are captured by cameras installed
on the roads or traffic lights; crimes and illegal activities are captured by cameras in-
stalled in the household, streets, colonies, in hotels and public places. Usually, normal
activities happen in daily life but occurrence of some strange event is rare. In order
to investigate that event, an intelligent computer vision algorithm needs to be devel-
oped which can reduce our time and labor by automatically detecting the strange events
occurring at that time.

Most of the existing techniques are either supervised i.e., they require training
dataset based on which the test data can be labeled as normal or anomalous. Con-
sidering the vast applications of surveillance cameras and the enormous amount of data
collected by them, it seems almost impossible to label the entire database as normal or
abnormal. A practical Anomaly Detection (AD) system has been developed that runs
in real time so as to timely signal an activity that deviates from the normal pattern.

In this research work, object tracking has been proposed for detecting abnormal
behavior in videos. By continuously tracking and monitoring an object, a training sam-
ple has been developed which is indicative of the normal activity of a person or object
of interest. Any deviation from this normal or routine pattern will be considered an
anomaly.

This goal of object tracking for Anomaly Detection has been achieved by making
use of filters. The filters that have been used in this research work for tracking and
anomaly detection are the Bayes Filters. They work on the concept of prediction. The
idea is to get samples of the posterior distribution of the hidden states, but since there
is no explicit representation of the posterior to draw points from, the prior distribution
is sampled, given the observation variables. Thus, it can be said that the posterior
probability is based on our prior belief and our observations.

Three kinds of filters have been demonstrated for tracking objects in videos. The
first approach uses the Kalman Filter for tracking moving objects. The Kalman Filters
show excellent results in Linear Gaussian System but fails to perform in non-linear
non-Gaussian environment.

In the second approach particle filters have been used for tracking moving objects.
The Particle Filters are suitable for object tracking in non-Gaussian environments with
dynamic background thereby outperforming the conventional Kalman Filters but they
show poor tracking results in crowded scene where the object of interest might be oc-
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cluded by another object.
The third approach proposes the novel Branching Particle Filters that removes the

limitations of particle filters. These filters are best suited for tracking and anomaly
detection in crowded video datasets in which the object of interest may be occluded by
another object.

The validation of the research work is accomplished by comparing the three filters
namely Kalman Filter, Particle Filters and Branching Particle Filters on various param-
eters and also by comparing the proposed technique with previous literature. The com-
parison concludes that the proposed Branching Filter provides the greatest accuracy in
tracking the moving object and thereby detects anomalies in videos better as compared
to the other two filters. The computational time and number of iterations taken by it is
also less. Findings from this thesis contribute to improve the performance of automated
video processing system thereby improving security in areas under surveillance.
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Chapter 1

INTRODUCTION

1.1 PREAMBLE

There is an exponential rise in the demand of automatic methods for analyzing the

enormous quantities of surveillance video [1, 2, 3] data generated perennially by closed-

circuit television (CCTV) systems. One of the main objectives of deploying an auto-

mated visual surveillance system is to detect anomalous behavior patterns and recognize

the normal ones [4, 5]. In order to achieve this objective, previously observed behavior

patterns need to be studied and analyzed, upon which a criterion is built to decide upon

what can be considered as normal and abnormal and then this criteria can be applied

to newly captured patterns for detection of anomalies. Due to the vast amount of video

surveillance data to be analyzed and the run-time nature of many surveillance appli-

cations, it is highly desirable to have an automated system that runs in real time and

requires very little or no human intervention. In this research work, it is aimed to de-

velop such a behavior profiling system [6] that is fully unsupervised and presents robust

online anomaly detection [7].

The problem of automatic behavior profiling for anomaly detection needs to be iden-

tified first. Given a video or an online CCTV input that has been recorded continuously

24× 7, the goal of automatic behavior profiling is to develop a model that is capable

of detecting abnormal behavior patterns while recognizing instances of expected nor-

mal behavior patterns. One of the main challenges for the model is to differentiate

anomaly from outliers caused by noisy visual features used for behavior representation.

The effectiveness of a behavior profiling algorithm shall be measured by 1) how well

anomalies can be detected and 2) how accurately and robustly different classes of nor-

mal behavior patterns can be recognized. In this context, an anomaly can be defined

1



1.1 PREAMBLE 2

as an unusual behavior pattern that is not represented by sufficient samples in a train-

ing data set but critically satisfies the constraint to an abnormal pattern. Anything that

deviates from a specific routine or path is called anomaly [8].

Video is a combination of large number of frames or images which are arranged in

time such that they appear to be continuous to human eye. Video processing is a partic-

ular field of signal processing that uses hardware, software or combination of the two

for editing the images recorded in video files. VP might include contrast enhancement,

noise elimination, pixel size conversion, changing color scheme within an image and

detecting anomalies.

To search right structure and contents from visual data, one has to perform video

content analysis and it comprises of video parsing and representation with content in-

dexing. Anomaly detection in video surveillance (VS) [9] is tough task as one has

to deal with many problems, e.g., noise, illumination change and interaction between

different events. Multi-dimensional video sequences are captured often under poor il-

lumination and lighting condition. Multiple cameras may have different positions, ori-

entations and zooming factors. From fundamental point of view, techniques in video

investigation are inspired by the need to expand machine learning algorithms that can

emulate abilities of human visual frameworks. Moving items in video may be thought

of as some compact areas with various obvious movements from background. In partic-

ular, if area is moving in specific frame, it is thought of as a moving object all throughout

the video. For instance, in video, kid walks for some time and stops to swing his hands.

It is important to regard his entire body as moving item rather than his hands. Based on

moving object detection [10], we can think of movement as significant prompt to recog-

nize it. If pixel has noteworthy diverse clear movement from background, it generally

likely goes with moving object [11]. In like manner, movement signs are characterized

as contrast between pixel movement and background movement.

Video investigation innovations can be connected to create keen surveillance frame-

works that can be helpful in real time threat identification. Specifically, multi scale

tracking can be used for improving the performance of a feature tracker by defining

search regions in which lost features can be detected again. Use of visual observation

incorporate vehicle and pedestrians traffic checking and human action surveillance for

strange action location. A typical surveillance application comprises of three structures:

detection of moving item, profiling of behavior and anomaly detection [1] with better

movement study. Interactive media frameworks can provide surveillance over a wide

range, guaranteeing object perceivability over an enormous area by resolving depth



3 1. INTRODUCTION

ambiguity problem. Strategies that address the issue of handover between cameras in

designs with disjoint perspectives, are showing significant progress. Few products uti-

lizing webcams are available for home and institute campus security through remote

surveillance. Almost all webcams come with built in Application Specific Integrated

Circuit (ASIC) for the purpose of video compression in real time. Anomaly detection

(AD) (also outlier detection) is the identification of items, events or observations which

do not conform to an expected pattern or other items in a dataset. Anomaly detection

in videos may include detecting a moving object in a place where motion is prohibited

or detecting an unidentified or unusual object or stampede or violent behavior detection

[12].

1.2 VIDEO BEHAVIOR PROFILING FOR
ANOMALY DETECTION

The field of analyzing Video Behavior Profiling [13] is very keen and distinct part in

the area of Computer Vision and Video Signal Processing. Video Profiling aims to

address the problem of modeling video behavior captured in surveillance videos for

the applications of online normal behavior recognition and anomaly detection. Various

researchers have proposed several algorithms for Human Activity Recognition and Ab-

normal Activity Detection, since the analysis of Video Behavior Profiling has numerous

applications. For this purpose, a framework is developed for automatic behavior profil-

ing and online anomaly sampling/detection without any manual labeling of the training

data set. A generalized framework for Video Behavior Profiling is shown in Figure 1.1.

Figure 1.1: Generalized Framework for Video Behavior Profiling

As shown in Figure 1.1 the behavior-based modeling decomposes the behavior

space into sub spaces by directly exploring the behavior semantics chalked out by

spatio-temporal visual context at the places where the behavior is occurring. Behav-

ior profiling is based on the fact that a large number of objects are influencing each

other implicitly or explicitly.
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Anomalous activities such as fighting, riots, traffic rule violations and stampede as

well as anomalous entities such as weapons at the sensitive place and abandoned lug-

gage should be detected automatically in time. However, the detection of video anoma-

lies is challenging due to the ambiguous nature of the anomaly, various environmental

conditions, the complex nature of human behaviors and the lack of proper datasets.

Surveillance can help rebuild an incident through the availability of footage for foren-

sics experts thereby helping video analytics. This research work aims to address the

problem of profiling video behavior captured in surveillance videos for the purpose of

online behavior recognition and anomaly detection.



Chapter 2

LITERATURE REVIEW

2.1 INTRODUCTION

A video surveillance system has the ability to identify the moving objects of video se-

quence in various computer sight applications as per requirement. Moving object identi-

fication methods are used to segment video file into many frames for video surveillance,

traffic surveillance, pattern identification and so on. The main objective of Video-object

segmentation is to determine and partition the essential objects in video frame from

scene background. Video Behavior Profiling [13] is an important job in video surveil-

lance or investigation applications as it provides interrelated temporary data about ac-

tuating objects. Video Profiling is the method of describing the actuating object or

many objects across time by camera. One of the major essential troubles in computer

vision or sight applications is the identification of moving objects. A significant im-

provement in computer systems has resulted in the introduction of new video object

segmentation and detection technique for video surveillance application [14]. In or-

der to determine certain video object detection method, their applications have been

extensively developed with the help of literature. The complete literature has been di-

vided into four broad classifications as: Moving Object Detection Techniques, Feature

Extraction Techniques, Behavior Profiling Techniques and Video Anomaly Detection

Techniques.

2.2 MOVING OBJECT DETECTION TECHNIQUES

The recent technologies for video processing and computer vision have evolved more

intelligent since they are required to be aware of video contents like background, object

5
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motion and behaviors, scene situation etc. The extraction and analysis of moving ob-

jects in a video scene becomes an indispensable function for intelligent systems. The

visual information of objects consists of things like- what the objects are, how the ob-

jects behave in a footage, how long the objects are present and which direction the

objects are headed to.

To extract the object information from a video, the object detection and tracking

tool can be utilized in real-time surveillance systems and metadata authoring tools for

interactive broadcasting service. In general, the object detection and tracking tool is

required to be performed with fast processing speed or in real-time. In case of tracking a

criminal in public place, as soon as any object is appeared inside the monitoring screen,

the surveillance system has to immediately detect and track that object in real-time.

Izadinia et al. [15] designed a novel method that utilizes correlation between audio-

visual dynamics of a video to segment and localize objects that are the dominant source

of audio. The approach consists of a two-step spatiotemporal segmentation mechanism

that relies on velocity and acceleration of moving objects as visual features. The method

can efficiently detect the moving objects associated with sound, whereas it filters out

other dynamics in the scene whose motion is uncorrelated to the audio. Moreover,

the same framework is exploited for audio-video synchronization as well as interactive

video segmentation.

Faro et al. [16] presented a novel vehicle detection and tracking system with station-

ary camera that relies on a recursive background-modeling approach i.e. the adaptive

Poisson Mixture Model which is integrated with a hardware module consisting of lumi-

nosity sensors. The luminosity information side channel allows the system to effectively

handle rapid changes in illumination, which is one of the typical outdoor applications

and bottleneck of the existing Background Pixel Classification Methods.A novel al-

gorithm for detecting and removing partial and full occlusions among blobs was also

proposed. The experimental results show that it is a promising technique for the detec-

tion and handling of partial occlusions but for handling full occlusions, new algorithms

are to be envisaged for sufficient improvements.

A novel algorithm for the real-time unsupervised motion detection in compressed

domain sequences was proposed by Patel et al.[17]. The author aimed to develop an

algorithm which may be useful in a real-life industrial perspective by facilitating the

processing of large numbers of video streams on a single server. The work focussed on

using the information in coded video streams to reduce the computational complexity

and memory requirements which translates into reduced hardware requirements and
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costs. The devised algorithm detected and segmented activity based on motion vectors

embedded in the video stream without requiring a full decoding and reconstruction

of video frames. To improve the robustness to noise, an unreliable motion field was

removed by processing motion vector field and Discrete Cosine Transform energy. The

algorithm was tested on surveillance H.264 sequences which is a video coding format

for recording and distributing video and audio. It provides high accuracy in detecting

motion blocks as compared to other algorithms of motion detection but time taken by

this algorithm is very high.

A new method of candidate smoke region segmentation is presented by Zhao et

al. [18] based on rough set theory. First, Kalman filtering is used to update video

background in order to exclude the interference of static smoke-color objects, such as

blue sky. Second, in Red Green Blue (RGB) color space, smoke regions are segmented

by defining the upper approximation, lower approximation and roughness of smoke-

color distribution. Finally, in Hue Saturation Value (HSV) color space, small smoke

regions are merged by the definition of equivalence relation so as to distinguish smoke

images from heavy fog images. The method lacks in amending the roughness of color

distribution to effectively eliminate noise. Moreover, it is not able to adaptively select

the threshold which contributes to merging small smoke region.

A method is designed by Xu et al. [19] for motion segmentation by using a moving

camera. The method classifies each image pixel in the image sequence as the back-

ground or the motion regions by applying a novel three-view constraint called the

“Parallax- Based Multiplanar Constraint.” The three-view drawback is based on rela-

tive projective structure of two points in three different views. The parallax based multi

planar constraint addresses the former geometry drawbacks and does not need the ref-

erence plane to be constant across multiple views. The work does not reconstruct the

static background and the moving objects and does not align them together in the 3D

space.

An Adaptive Relighting Algorithm was developed by Guan et al. [20] to improve

the brightness uniformity of face images. Facial texture was extracted by using an illu-

mination estimation difference algorithm. Anisotropic Histogram-Stretching Algorithm

was proposed to minimize the intraclass distance of facial skin and maximize the dy-

namic range of facial texture distribution. The method can more effectively eliminate

the redundant information of facial skin and illumination.

A robust algorithm is designed by Wu et al. [21] to generate video segment propos-

als. The proposals generated by the method can start from any frame in the video and
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are robust to complete occlusions. Though this method does not assume specific motion

models and even has a limited capability to generalize across videos, the innovation lies

in the use of two efficient moves; the merge move and free addition move. This helps to

efficiently start segments from any frame and track them through complete occlusions

without much additional computation.

A moving object segmentation algorithm is designed by Wan et al. [22] for freely

moving cameras. It is common in outdoor surveillance system, the car build-in surveil-

lance system and the robot navigation system. A two-leveled based affine transforma-

tion model optimization method is designed for camera compensation purpose. The

outer layer iteration removes the non- background feature points and the inner layer

iteration is used to estimate a refined affine model based on the RANSAC method. The

feature points are classified into the foreground and background according to the de-

tected motion information. A geodesic based graph cut algorithm extracts the moving

foreground depending on classified features.

A novel method named as Hierarchical Localized Classification of Regions (HLCR)

was designed by Zhang et al. [23] to cope with difficulties like shape deformation, ap-

pearance variations and background clutter. These issues arise in Video Object Segmen-

tation. The method suggests that appearance models as well as the spatial and temporal

coherence between frames are the keys to break through bottleneck. In order to identify

foreground regions, Hierarchial Localized Classifier was proposed which organizes re-

gional features as decision trees. In global, Gaussian Mixture Color Models (GMMs)

was adopted. After integrating the local and global results into a probability mask, the

final segmentation result was achieved by graph cut.

Sun et al. [24] aims to tackle the task of semi-supervised video object segmentation

across a sequence of frames where only the ground-truth segmentation of the first frame

is provided. This approach utilizes reinforcement learning to select optimal adaptation

areas for each frame based on the historical segmentation information. This model

learns to take optimal actions to adjust the region of interest inferred from the previous

frame for online model updating. To speed up the model adaption, a multi-branch tree

based exploration method is further developed to fast select the best state action pairs.

An optimized higher-order Conditional Random Field (CRF) is designed by Jiang

et al. [25] for automated or machine-driven marking and segmentation of video ob-

jects. The approach introduces a computerized optimization scheme to fine tune CRF-

associated parameters and make the labeling of segmented regions optimal in formu-

lating the video objects. In comparison with the existing efforts using CRF, optimized
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CRF has introduced a number of novel features which can be highlighted as:

1) Higher order CRF labeling is made adaptive to video content changes via a win-

dowed dynamics;

2) Fusion of multiple features is automatically optimized via fuzzy modeling of

incoming video content and regression of parameters;

3) Unary potential of higher order CRF labeling is modulated by the shortest path

between neighboring regions to improve the effectiveness of higher order CRF labeling

and

4) Making the algorithm affordable for a simpler graph-based video segmentation

to reduce the overall computing cost, making the algorithm more efficient without com-

promising on its performances.

A technique for Video Object Segmentation is designed by Ramakanth et al. [26]

using patch seams across frames. The technique aims to reduce the image size while

preserving the salient image contents. It utilises seams which are connected paths of

low energy for retargeting. The energy function associated with the video seams pro-

vides temporal linking of patches across frames to accurately segment the object. The

energy function takes into account the similarity of patches along the seam, temporal

consistency of motion and spatial coherency of seams. Label propagation is achieved

with high fidelity in the critical boundary regions, using the patch seams. To achieve this

without additional overheads, the error propagation is curtailed by formulating bound-

ary regions as rough-sets.

Zhou et al. [27] proposed a method for learning a distractor-aware discriminative

model that can handle continuous missed and inaccurate detection problems due to the

occlusion or the motion blur. To deal with target appearance variations, a relational

attention learning mechanism is developed to capture the distinctive target appearances

by selectively aggregating features from history states with weights extracted from their

appearance topological relationship. Based on the discrimination model, a multi-stage

tracking pipeline is designed for automatic trajectory initialization, propagation and

termination

Yang et al. [28] developed a bottom-up approach for the combination of object

segmentation and motion segmentation using a graphical model which is formulated

as inference in a Conditional Random Field (CRF) model. This model combines ob-

ject labeling and trajectory clustering in a unified probabilistic framework. The CRF

contains binary variables representing the class labels of image pixels as well as binary

variables indicating the correctness of trajectory clustering which integrates dense local



2.2 MOVING OBJECT DETECTION TECHNIQUES 10

interaction and sparse global constraint. An optimization scheme based on a coordinate

ascent style procedure is developed to solve the inference problem.

Chien et al. [29] developed a robust segmentation and descriptor based tracking

algorithm. Segmentation is applied first and then description for each connected com-

ponent is extracted for object classification to generate the video object masks. It can

do segmentation, tracking, and description extraction with a single algorithm without

redundant computation. In addition, a new descriptor for human objects, Human Color

Structure Descriptor (HSCD) is also developed for this algorithm. The algorithm can

provide precise video object masks and trajectories. HCSD was also able to achieve bet-

ter performance than scalable color descriptor and color structure descriptor of MPEG-7

for human objects.

Chen et al. [30] proposed to jointly segment and register objects of interest in lay-

ered images. The technique is a combination of multiphase active contour method with

a joint segmentation registration technique carried out in a local moving window prior

to global optimization. To further address layered video sequences and tracking objects

in frames, a simple adaptation of optical flow calculations along the active contours in

a pair of layered image sequences was developed. The whole integrated algorithm was

able to delineate the objects of interest, align them for a pair of layered frames and keep

track of the objects over time.

Shin et al. [31] proposed a new framework called Sequential Monte Carlo (SMC)

combined with shadow-fading estimation for accurate and attack-tolerant tracking for

small-scale mobile primary users. The key idea underlying the technique is to exploit

the temporal shadow fading correlation in sensing results induced by the primary user’s

mobility. The algorithm augments conventional Sequential Monte Carlo (SMC)-based

target tracking with shadow-fading estimation. By examining the shadow-fading gain

between the primary transmitter and sensors, the algorithm significantly improves the

accuracy of primary tracking regardless of the presence or absence of attack. It also suc-

cessfully masks the abnormal sensing reports due to sensor faults or attacks, preserving

localization accuracy and improving spatial spectrum efficiency.

Medeiros et al. [32] presented a parallel implementation of a Histogram-Based Par-

ticle Filter for object tracking on smart cameras based on SIMD processors. It specifi-

cally focused on parallel computation of the particle weights and parallel construction

of the feature histograms since these are the major bottlenecks in standard implemen-

tations of Histogram-Based Particle Filters. The algorithm can be applied with any

histogram-based feature sets like the simple color histograms as well as more com-
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plex Histograms of Oriented Gradients (HOG). One of the major limitations of this

approach is that the algorithms are not robust to large variations in the appearance of

the target. This is because the color-based approach is sensitive to large illumination

changes whereas the HOG-based tracker cannot handle large scale variations.

A Fuzzy Filter is presented by Melange et al. [33] for elimination of random im-

pulse noise in digital grayscale image sequences. The filter consists of different noise

detection and filtering steps in which the Fuzzy Set Theory is used. This noise detec-

tion is based both on spatial and on temporal information and it is used to prevent the

filtering of noise free image pixels. The filtering of the detected noisy pixels is finally

performed in a motion compensated way.

Cai et al. [34] proposed a multi-stage object detection architecture called Cascade

R-CNN, composed of a sequence of detectors. The detectors are trained sequentially

using the output of a detector as training set for the next. This resampling progressively

improves hypotheses quality, guaranteeing a positive training set of equivalent size for

all detectors and minimizing overfitting. The same technique is applied to eliminate

quality mismatches between hypotheses and detectors.

2.3 FEATURE EXTRACTION TECHNIQUES

Feature extraction or dimensionality reduction is an essential part of many machine

learning applications. The necessity for feature extraction stems from the issues like

the curse of dimensionality and the high computational cost of manipulating high-

dimensional data.

Feature Extraction aims to reduce the number of features in a dataset by creating new

features from the existing ones (and then discarding the original features). These new

reduced set of features are then able to summarize most of the information contained in

the original set of features. A summarised version of the original features can be then

created from a combination of the original set.

A Tracking-Learning-Data technique is designed by Ding et al. [35]. The author

proposes to transfer a generic object tracker to a blur-invariant object tracker without

deblurring image sequences. Before object tracking, a large set of unlabeled images is

used to learn objects’ visual prior knowledge which is then transferred to the appearance

model of a specific target. During object tracking, online training samples are collected

from the tracking results and the context information. Different blur kernels are in-

volved with the training samples to increase the robustness of the appearance model
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to severe blur and the motion parameters of the object are estimated in Particle Filter

framework.

Nawaz et al. [36] proposed three parameter-independent measures for evaluating

multi-target video tracking. The measures take into account target-size variations, com-

bine accuracy and cardinality errors, quantify long-term tracking accuracy at different

accuracy levels and evaluate identity changes relative to the duration of the track in

which they occur.

Zhang et al. [37] designed a tracking method via multiview learning framework by

using multiple Support Vector Machines (SVM). The multiview SVMs tracking method

is constructed based on multiple views of features and a combination strategy. To realize

a comprehensive representation, three different types of features are selected i.e. gray

scale value, Histogram of Oriented Gradients (HOG) and local binary pattern (LBP)

to train the corresponding SVMs. These features represent the object from the per-

spectives of description, detection and recognition respectively. In order to realize the

combination of SVMs under the multiview learning framework, a novel collaborative

strategy with entropy criterion is developed which is acquired by the confidence dis-

tribution of the candidate samples. Moreover, to learn the changes in the object and

the scenario, an update scheme is presented based on subspace evolution strategy. The

new scheme can control the model update adaptively and help to address the occlusion

problems .

An extended Markov Chain Monte Carlo (MCMC) technique and an extended Hid-

den Markov Model (HMM) technique is designed by Sakaino et al. [38] for learn-

ing/recognizing multiple moving objects in videos with jittering backgrounds. A Graph-

ical User Interface (GUI) with improved usability is also designed. This algorithm

presents a cost reduction method for the MCMC approach by taking moves out of the

iteration loop of the Markov chain when different moving objects interact. For stable

and robust tracking, an ellipse model with stochastic model parameters is used. More-

over, HMM method integrates several different modules in order to cope with multiple

discontinuous trajectories. The proposed GUI offers an auto-allocation module of sym-

bols from images and a hand-drawing module for efficient trajectory learning and for

interest trajectory addition.

A decentralized cooperative technique called Pulse Counting for Disruption Toler-

ant Network (DTN) localization and a probabilistic tracking method called ProbTrack-

ing is presented by Li et al. [39]. Pulse Counting evaluates the user walking steps and

movement orientations using accelerometer and electronic compass equipped in cell-
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phones. It estimates user location by accumulating the walking segments and improves

the estimation accuracy by exploiting the encounters of mobile nodes. To track user

movement, the ProbTracking method uses Markov chain to describe movement pat-

terns and determines the most possible user walking trajectories without full record of

user locations.

Wang et al. [40] designed a technique to study the hierarchical features for visual

object tracking. First, features robust to diverse motion patterns are learned offline from

auxiliary video sequences. The hierarchical features are learned via a two-layer con-

volutional neural network. Embedding the temporal slowness constraint in the stacked

architecture makes the learned features robust to complicated motion transformations

which is important for visual object tracking. Then, given a target video sequence, a

domain adaptation module is developed to adapt the prelearned features online accord-

ing to the specific target object. The adaptation is conducted in both layers of the deep

feature learning module so as to include appearance information of the specific target

object. As a result, the learned hierarchical features can be robust to both complicated

motion transformations and appearance changes of target objects.

Song et al. [41] designed an online technique for multi target tracking when the tar-

gets are in close proximity or frequently interact with each other. In this system, laser

and vision are integrated with tracking and online learning to complement each other in

one framework. When the targets do not interact with each other, the laser-based inde-

pendent trackers are employed and the visual information is extracted simultaneously

to train some classifiers online for “possible interacting targets”. When the targets are

in close proximity, the classifiers learned online are used alongside visual information

to assist in tracking. Therefore, this mode of cooperation not only deals with various

tough problems encountered in tracking but also ensures that the entire process can be

completely online and automatic.

Wang et al. [42] designed an algorithm that transfers visual prior learned offline for

online object tracking. From a collection of real-world images, an overcomplete dictio-

nary is learned to represent visual prior. The prior knowledge of objects is generic and

the training image set does not necessarily contain any observation of the target object.

During the tracking process, the learned visual prior is transferred to construct an object

representation by sparse coding and multiscale max pooling. With this representation,

a linear classifier is learned online to distinguish the target from the background and

to account for the target and background appearance variations over time. Tracking is

then carried out within a Bayesian Inference Framework, in which the learned classifier
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is used to construct the observation model and Particle Filter is used to estimate the

tracking result sequentially.

An empirical analysis was conducted by Song et al. [43] to explore the basic laws

governing human mobility following disasters and an effective human mobility model

is developed to predict and simulate population movements.The algorithm suggest that

human mobility following disasters can be significantly more predictable and be more

easily simulated than previously thought.

Salti et al. [44] designed a unified conceptual framework for appearance model

adaptation that enables a principled comparison of different approaches. Moreover,

a novel evaluation methodology was introduced that enables simultaneous analysis of

tracking accuracy and tracking success without the need of setting application-dependent

thresholds. Based on the framework and this evaluation methodology, an extensive ex-

perimental comparison of trackers was conducted that perform appearance model adap-

tation.

Deori et al. [45] proposed a literature review on the state of the art tracking methods,

categorized them into different categories and then identified useful tracking methods.

Most of the methods included object segmentation using background subtraction. The

tracking strategies used different methodologies like Mean-Shift, Kalman Filter, Parti-

cle Filter etc. The performance of the tracking methods varied with respect to back-

ground information. In this survey, the author discussed the feature descriptors that are

used in tracking to describe the appearance of objects which are being tracked as well

as object detection techniques.

Li et al. [46] provides a detailed review of the existing 2D appearance models. In

particular, this survey takes a module-based architecture to easily grasp the key points

of visual object tracking. In this survey, first the problem of appearance modeling is

decomposed into two different processing stages namely, visual representation and sta-

tistical modeling. Then, different 2D appearance models are categorized and discussed

with respect to their composition modules. Finally, several issues of interest are ad-

dressed as well as the remaining challenges for future research are discussed .

Jadhav et al. [47] presented an approach of object detection for video surveillance.

The algorithm consists of various steps including video compression, object detection,

and object localization. In video compression, the input video frames are compressed

with the help of two-dimensional Discrete Cosine Transform (2D DCT) to achieve less

storage requirements. In object detection, key feature points are detected by computing

the statistical correlation and the matching feature points are classified into foreground
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and background based on the Bayesian Rule. Finally, the foreground feature points are

localized in successive video frames by embedding the maximum likelihood feature

points over the input video frames.

Sukanyathara et al. [48] proposed a framework which can effectively detect the

moving objects and track them despite of occlusion and a priori knowledge of objects

in the scene. The segmentation step uses a robust threshold decision algorithm which

uses a multi-background model. The video object tracking is able to track multiple

objects along with their trajectories based on Continuous Energy Minimization. In this

work, an effective formulation of multi-target tracking as minimization of a continuous

energy is combined with multibackground registration. It focuses on making use of an

energy that corresponds to a more complete representation of the problem rather than

one that is amenable to global optimization. Besides the image evidence, the energy

function considers physical constraints such as target dynamics, mutual exclusion and

track persistence. The tracking framework is able to track multiple objects despite of

occlusions under dynamic background conditions.

A high-capacity steganography scheme is proposed by Zhang et al. [49] for the Joint

Photographic Expert group (JPEG 2000) baseline system which uses bit-plane encoding

procedure twice to solve the problem due to bitstream truncation. Moreover, embed-

ding points and their intensity are determined in a well defined quantitative manner via

redundancy evaluation to increase hiding capacity. The redundancy is measured by bit

which is different from conventional methods which adjust the embedding intensity by

multiplying a visual masking factor. High volumetric data is embedded into bit-planes

as low as possible to keep message integrity but at the cost of an extra bit-plane en-

coding procedure and slightly changed compression ratio. The method can be easily

integrated into the JPEG 2000 image coder and the produced stegnographed bitstream

can be decoded normally.

Bhattacharya et al. [50] discussed the challenges of automating surveillance and

reconnaissance tasks for infra-red visual data obtained from aerial platforms. The au-

thor gave a study of various image registration techniques that are required to eliminate

motion induced by the motion of the aerial sensor. Next, a technique for detecting mov-

ing objects from the ego-motion compensated input sequence was presented. Finally,

a methodology for tracking already detected objects is described using their motion

history.

Sun et al. [51] presented an automatic foreground object detection method for

videos captured by freely moving cameras. The approach does not require any training
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data nor the interaction by the users. Furthermore, a probabilistic Consensus Fore-

ground Object Template (CFOT) is constructed which is directly applied to the input

video for moving object detection via template matching. CFOT can be used to detect

the foreground object in videos captured by a fast moving camera even if the contrast

between the foreground and background regions is low. The method can be general-

ized to foreground object detection in dynamic backgrounds and is robust to viewpoint

changes across video frames.

Han et al. [52] designed a ”coarse to fine” method to avoid raster scanning entire

image. Foreground pixels are detected in coarse level to roughly locate the foreground

objects in the image and then finer detection is performed on the corresponding blocks

gradually. Secondly, fast mean shift approach is presented according to temporal de-

pendencies. Mean shift iterations are performed starting from incoming data and the

mode found in last time.

Vahora et al. [53] described various approaches of moving object detection such

as background subtraction, temporal difference as well as pros and cons of these tech-

niques. The presented method tries to overcome the problem of superfluous effects of

foreground objects as well as reduces the computational complexity up to some extent.

A robust algorithm for automatic, noise detection and removal from moving objects in

video sequences is presented. The algorithm considers static camera parameters.

Tong et al. [54] designed a new metric for video encryption which evaluates visual

security based on color and edge features of original and cipher-videos. The metric is

easy to be incorporated into video encryption system for visual security based encryp-

tion decision. In addition, subjective tests for visual security assessment have been fully

carried out.

Zhang et al. [55] presented a method called Double Nuclear Norm-based Matrix

Decomposition (DNMD) for dealing with the image data corrupted by continuous oc-

clusion. The method uses a unified low-rank assumption to characterize the real image

data and continuous occlusion. Compared with Robust Principal Component Analysis

(RPCA), the low-rank assumption of DNMD is more intuitive for describing occlusion.

Moreover, DNMD is solved by alternating direction method of multipliers.

A compressive video sensing encoder is planned by Pudlewski et al. [56]. This

model is used to reduce the required energy and computational complexity at the source

node. The encoder leverages the properties of Compressed Sensing (CS) to overcome

many of the limitations of traditional encoding techniques specifically lack of resilience

to channel errors, and high computational complexity. An analytical/empirical model
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based on the notion of rate-energy-distortion is developed. It predicts the received video

quality when the overall energy available for both encoding and transmission of each

frame of a video is fixed and limited and the transmissions are affected by channel

errors.

2.4 VIDEO BEHAVIOR PROFILING TECHNIQUES

Video profiling mainly correspond with moving image, target object images and back-

ground which change over time. The video profiling process in video sequence is based

on object’s representation being employed. Video profiling for anomaly detection in

video sequences is a demanding task.

Video Profiling as described by Kothiya et al. [57] is a technique of locating moving

objects over time using the camera in video sequences in real time. The objective of

video profiling is to associate target objects in consecutive video frames. VP requires

location and shape or features of objects in the video frames. Every profiling algorithm

needs to detect moving object. Hence, object detection is the preceding step of VP in

computer vision applications. After that, detected object can be extracted by the feature

of moving object to track that moving object in video scene. It is a challenging task

in image processing to track the objects in consecutive frames. Various challenges can

arise due to complex object motion, irregular shape of object, occlusion of object by

another object and real time processing requirements. VP has a variety of uses, some

of which are: surveillance and security, traffic monitoring, video communication, robot

vision and animation.

Video Profiling system initially takes video frames as input and then performs pre-

processing for removing noise frames in input video. Finally, VP system performs

moving object detection and tracking [58]. Recently, number of methods have been de-

signed for VP. Some of the models presented for video profiling are contour and feature

point-based models. Contour based profiling is accomplished by locating the object re-

gion in every frame with the help of object model that is created by the previous frames.

Boundary silhouettes represent object shapes and the tracking results so obtained in the

video frames are updated dynamically. Hu et al. in [59] developed a Markov Model

based dynamical shape method for periodic motions. However, active contour-based

visual tracking framework lacks tracking accuracy.

Region-Based profiling represents object based on color. Therefore, region-based

object model is computationally efficient. But, its computationally efficiency is cor-
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rupted when some objects move jointly in image sequences. Besides, when multiple

objects move simultaneously then due to occlusion, region-based object model lacks

in its tracking accuracy. Varas et al. in [60] designed region-dependent Particle Filter

for general target tracking which integrates color-feature with Particle Filter. This algo-

rithm significantly performs video profiling and gives precise segmentation of target.

Feature Point Based VP Algorithm is based on calculating the local minimum en-

ergy points around a feature point thereby analyzing the features of image tensor. There

are three fundamental steps in this algorithm. First step is to identify and track object

through extracting elements. Second step is to group them into higher level characteris-

tics. The final step is to evaluate these features in subsequent frames. Weinberger et al.

[61] presented new tracking framework that employs Distance Metric Learning in com-

bination with Nearest Neighbor (NN) classification for Object Tracking. Canny Edge

Detector using NN classifier was employed in this method for detecting objects. It was

able to distinguish object from other objects and subtract background from frame with

help of NN algorithm. It employs the technique of calculating the distance between

object and background. The Blob Detector is then used to identify object based on skin

color. A bounding box is then constructed for recognizing the object.

Profiling in videos finds immense applications in the areas of wildlife monitoring,

traffic control etc. A number of techniques are available to serve the purpose. Some

techniques need the central step of object segmentation to track the target. It is the

process of segmenting object/target from the rest of the video sequence. The object or

target may be then classified based on shape, color, texture or any other feature. Next

step is to track the detected object. Object tracking (OT) algorithms may be broadly

classified into three categories namely Point Based, Kernel Based and Silhoutte Based

Tracking.

1. Point-Based OT can be defined as the correspondence of detected objects repre-

sented by points across frames. Point correspondence may pose complications-

mainly in the case of existence of occlusions, misdetections, entry and exit of

objects. Point correspondence methods can be divided into two broad categories

namely deterministic and statistical methods [62]. The deterministic methods

use qualitative motion heuristics to constrain the correspondence problem. On

the other hand, probabilistic methods explicitly take the object measurement and

take uncertainties into account to establish correspondence.

(a) Deterministic Method works on connecting each object in previous frame
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with single object in current frame. This is done with the help of set of mo-

tion constraints. Deterministic methods for point correspondence define a

cost of associating each object in previous frame to a single object in current

frame using a set of motion constraints. Minimization of the correspondence

cost is formulated as a combinational optimization problem.

(b) Statistical or Probabilistic Method works on measuring position of object

in the frame with detection mechanism. This method is used for modeling

the object properties such as velocity and position. Measurements obtained

from video sensors invariably contain noise. Moreover, the object motions

can undergo random perturbations e.g. maneuvering vehicles. Statistical

correspondence methods solve these tracking problems by taking the mea-

surement and the model uncertainties into account during object state es-

timation. The state space approach is used by statistical correspondence

methods to model the object properties like position, velocity and accel-

eration. Measurements usually consist of the object position in the image

which is obtained by a detection mechanism. Thus, statistical method is

an extended endeavor of deterministic method by using different kinds of

filters. The commonly used filters are Multiple Hypothesis Filters, Kalman

filter, Particle filter and Joint Probability Data Association Filter.

i. Multiple Hypothesis [63] represents a significant generalization to clas-

sical estimation problems which considers an unknown and time-varying

number of objects. Sensor measurements are generally collected at dif-

ferent sequence of times and exhibit several challenges that include

missed detections, false alarms and even if object measurements are

available, challenges like noise-corrupted observation of object states

are experienced. A fundamental challenge is measurement-origin un-

certainty i.e. it is not known which measurements are associated with

the same object and which measurements are to be discarded as false

alarms.

ii. Kalman Filter [64] is essentially a set of mathematical equations that

implement a predictor-corrector type estimator that is optimal in the

sense that it minimizes the estimated error covariance when some pre-

sumed conditions are met. The Kalman Filter estimates a process by

using a form of feedback control. the Filter estimates the process state

at some time and then obtains feedback in the form of noisy measure-
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ments. The equations for the Kalman Filter fall into two groups, time

update equations and measurement update equations. The time update

equations are responsible for projecting forward (in time) the current

state and error covariance estimates to obtain the a priori estimates for

the next time step. The measurement update equations are responsible

for the feedback i.e. for incorporating a new measurement into the a

priori estimate to obtain an improved a posteriori estimate.

iii. Particle Filter [65] is the approximation of relevant probability distri-

butions using the concepts of sequential importance sampling and ap-

proximation of probability distributions using a set of discrete random

samples with associated weights. PF does not involve the linearization

approximating to nonlinear systems that is required by the Extended

Kalman Filter. PF methods still need to be improved in the aspects of

accuracy and calculating speed.

2. Kernel-Based Profiling [66] provides a robust solution to address the most com-

mon problems in tracking i.e. representation and localization. In this technique

an object is represented by a feature histogram with an isotropic kernel. To local-

ize the kernel, gradient based mean shift optimization is performed. The method

has proved to be successful for non-rigid motion containing significant clutter.

Though robust, the algorithm may show poor performance under cases of occlu-

sion. Kernel Based Tracking Methods can be further categorized into:

(a) Simple Template Matching [67] is the best strategy in image processing for

finding small parts of an image which coincide or match with the reference

image called the template. Template based matching may require sampling

of large number of points. To make improvements to the technique, more

than one template having different scales and rotations can be used.

(b) Mean Shift Method [68] is a recently introduced feature space analysis tech-

nique which attempts to locate the densest point of samples iteratively. The

most glaring advantage of this algorithm is that unlike Gaussian mixture

models and k means, it makes no model assumptions. The mean shift algo-

rithm is also able to model complex clusters though the algorithm also holds

the disadvantage of breaking down in high dimensions.

(c) Support Vector Machine (SVM) [69] is a classifier which is used to find

a hyperplane. The hyperplane can be considered as a line which divides
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the space into two parts, one which contains datapoints belonging to one

class (may be called as positive) and other containing datapoints belonging

to another class (may be called as negative). SVM comes under the cate-

gory of supervised learning models that analyze data for classification and

abnormality detection.

(d) Layering Based VP highlights that major issues arise from large variation

in target saliency and significant motion heterogeneity which may result in

the failure of tracking weak targets. To tackle this challenge, a hierarchical

layered tracking structure is used to perform tracking sequentially layer by

layer. Upon this layered structure, an inter target mutual assistance mecha-

nism is established on basis of inter target correlation exploited among tar-

gets. The tracking results of a subset of targets can be utilized as additional

information for tracking other targets [70].

(e) Multi-View Based VP highlights that recent advancements in visual track-

ing have immensely improved the tracking performance. However, chal-

lenges like occlusion and view change remain obstacles in real world de-

ployment. An easy solution to these challenges is to use multiple cameras

with multiview inputs. Another challenge is that the existing systems are

mostly limited to specific targets, use static cameras and require camera cal-

ibration. To break through these limitations, a Generic Multiview Tracking

(GMT) framework [71] is developed, that allows camera movement while

requiring neither specific object model nor camera calibration. This type

of tracking implicitly and dynamically encodes camera geometric relations

and addresses missing target issues such as occlusion.

3. Silhouette Based VP is performed by estimating the region of object of interest in

each frame. Silhouette tracking methods [72] use the information encoded inside

the object region. This information can be in the form of appearance, density

and shape models which are usually in the form of edge maps. Given the object

models, silhouettes are tracked by either shape matching or contour evolution.

(a) Contour Evolution VP [73] is carried out by locating the object region in

every frame through the object model created by the previous frames. The

object shapes are considered as boundary silhouettes and the tracking results

obtained are updated dynamically in the video frames.
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(b) Shape Matching process necessitates that specific measure of article in cur-

rent edge overlay with item district in past casing. Shape Matching [74] can

be employed utilizing two distinct methodologies. First part uses state space

models to demonstrate shape and movement. Second approach legitimately

develops form by limiting shape vitality utilizing direct minimization sys-

tems, e.g. inclination plummet.

Kamp et al. [75] designed animated 3D models embedded in PDF documents that com-

bines the benefits of both interactivity and movie. The methods simulates joints with

largely deterministic movements due to precise form closure. The function of an indi-

vidual nut and screw kind hip joint is explained & proceeded to complex movements.

The basic posture is attained using particular cascade movements. Legs and Head in-

terlock mutually with particular characteristics of first abdominal ventrite and thorax to

improve the stability of beetle and to preserve the defense structure or position with less

muscle activity.

Afonso et al. [76] presented an automatic method for building pedestrian trajecto-

ries in far field surveillance scenarios not requiring user intervention. This basically

comprises the detection of multiple moving objects in a video sequence through the

detection of the active regions followed by the estimation of the velocity fields that is

accomplished by performing region matching of the above regions at consecutive time

instants. This leads to a sequence of centroids and corresponding velocity vectors which

describe the local motions presented in the image. A motion correspondence algorithm

is applied to group the centroids in a contiguous sequence of frames into trajectories

corresponding to each moving object. The method also contributes for automatically

finding the trajectories from a library of previously computed ones. Motion fields can

be reliably estimated from these automatically detected trajectories leading to a fully

automatic procedure for the estimation of multiple motion fields.

A new hierarchical moving target detection technique is designed by Hao et al. [77]

depending on spatiotemporal saliency. Temporal saliency is used to obtain a coarse

segmentation and spatial saliency is extracted to obtain the object’s appearance details

in candidate motion regions. By combining temporal and spatial saliency information,

refined detection outputs are obtained. For full description of object distribution, spatial

saliency is identified in both region and pixel levels depending on the local contrast.

An algorithm is designed by Chiranjeevi et al. [78] for improving object detec-

tion under heavy dynamic background conditions by modeling uncertainties in the data

by interval-valued fuzzy set. Real-valued fuzzy aggregation was extended to interval-
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valued fuzzy aggregation by considering uncertainties over real similarity values. The

algorithm calculates the uncertainty that varies for each feature, at each pixel and at each

time instant. It adaptively determines membership values at each pixel by the Gaussian

of uncertainty value instead of fixed membership values thereby giving importance to a

feature based on its uncertainty.

A new system is planned by Dopico et al. [79] for search and identification of

moving objects in sequence of images collected by camera in conventional vehicle.

The key aim is to design and execution of software system depending on optical flow

analysis for recognition of the moving objects by driver. The optical flow is computed

for all image sequences for calculating the motion. Two segmentation methods are

carried out namely, optical flow and the images of sequence. The segmentation method

detects the movement of objects in sequence with direction and magnitude.

Multiview Video Coding (MVC) model is designed by Stefania et al. [80] to im-

prove the performance in Wireless Multimedia Sensor Networks (WMSN). The tech-

nique improves performance by leveraging the spatial correlation among partially over-

lapped fields of view of multiple video cameras observing the same scene. The tech-

nique concludes, that in addition to geometric information, occlusions and movement

need to be considered to fully take advantage of multiview video coding.

A new reconfigurable model is designed by Lin et al. [81] for face detection and

alignment. The author introduced the facial landmark localization method based on

a cascaded fully convolutional network. This method first generates low-resolution re-

sponse maps to identify approximate landmark locations and then produces fine-grained

response maps over local regions for more accurate landmark localization. It then intro-

duced the attention-aware facial hallucination method which generates a high-resolution

facial image from a low-resolution image. This method recurrently discovers facial

parts and enhances them by fully exploiting the global interdependency of facial im-

ages.

Lee et al. [82] designed a visual recognition system operating on a hand-held device

based on a video based feature descriptor that characterizes its invariance and discrim-

inative properties. Feature selection and tracking are performed in real-time and used

to train a template-based classifier during a capture phase prompted by the user. Dur-

ing normal operation, the system recognizes objects in the field of view based on their

ranking. The technique also exploits the characterization of the stability properties of

local invariant detectors and of the conditions under which a template-based descriptor

is optimal.
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A hybrid method is designed by Chunxian et al. [83] to identify the moving vehicle

in aerial videos. Local feature extraction and matching are carried out to calculate the

global motion. It is achieved with the Speeded Up Robust Feature (SURF) key points

for stabilization and improved performance. A list of dynamic pixels was obtained and

collected for many moving vehicles with different optical flows. For improving the

detection accuracy, preprocessing techniques are used in the surveillance system like

road traffic monitoring etc.

Chen et al. [84] designed computer vision tools to automate the collection and distri-

bution of audio visual content. This technique is a complete production process of per-

sonalized video summaries in a typical application scenario where the sensor network

for media acquisition is composed of multiple cameras. The process involves numerous

integrated technologies and methodologies including automatic scene analysis, camera

viewpoint selection, adaptive streaming and generation of summaries through automatic

organization of stories. The technology provides practical solutions to a wide range of

applications such as personalized access to local sport events through a web portal,

cost-effective and fully automated production of content dedicated to small-audience or

even automatic login of annotations.

A method is planned by Kermani et al. [85] for recognition of moving objects

in surveillance applications. The method combines an adaptive filtering method with

Bayesian Change Detection Algorithm. The adaptive structure firstly detects the edges

of motion objects. Bayesian Algorithm then corrects the shape of identified targets.

The technique exhibits considerable robustness against noise, shadows, illumination

changes and repeated motions in the background. In the algorithm, no prior information

about foreground and background is required and the motion detection is performed in

an adaptive scheme.

Mansour et al. [86] designed a single layer scalable video rate and distortion model

for video bitstreams encoded using Coarse Grain Quality Scalability (CGS) feature of

the scalable extension. The source is Laplacian distributed and compensate for errors

in distribution assumptions by linearly scaling the Laplacian parameter. The simplified

approximation of models allows the runtime computation of sequence dependent model

constants. The models deploy the Mean Absolute Difference (MAD) of the prediction

residual signal and the encoder quantization parameter (QP) as input parameters.

A nonlinear mixing model is designed by Halimi et al. [87] for hyper spectral image

unmixing and nonlinearity recognition. Appropriate priors are chosen for its parame-

ters to satisfy the positivity and sum-to-one constraints for the abundances. The joint
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posterior distribution of the unknown parameter vector is then derived. The developed

Metropolis-within-Gibbs algorithm allows samples distributed according to the poste-

rior to be generated and to estimate the unknown model parameters.

Yang et al. [88] designed a system to use spatial information of Received Signal

Strength (RSS) inherited from wireless nodes to detect the spoofing attacks. Cluster-

based mechanisms are developed to determine the number of attackers. When the

training data are available, the Support Vector Machines (SVM) method is deployed

to further improve the accuracy of determining the number of attackers. In addition, an

integrated detection and localization system is designed that can localize the positions

of multiple attackers.

A new framework is planned by McFee et al. [89] for multiple class object lo-

calization that incorporates different levels of contextual interactions. The contextual

interactions are based on three different sources of context. The framework learns a

single similarity metric from multiple kernels, combining pixel and region interactions

with appearance features and then applies a conditional random field to incorporate ob-

ject level interactions. For combining many feature descriptions, large margin nearest

neighbor that supports many multiple kernels is deployed.

The problem of localizing specific anatomic structures using ultrasound (US) video

is addressed by Kwitt et al. [90] by the increased availability of portable and low-cost

US probes. The localization approach is motivated by dynamic texture analysis and

leverages many advances in the field of activity identification.

Data hiding techniques are designed by Shanableh et al. [91] by applying com-

pressed MPEG video. The initial technique hides the message bits by changing the

quantization scale of a constant bit rate video. A payload of one message bit per macro

block is achieved. A second order multivariate regression is generally used to find out

the connection of macro block-level feature variables with the values of hidden message

bit. The regression model is then used by the decoder to predict the values of the hidden

message bits with very high prediction accuracy. The method employs the adjustable

macro block ordering characteristics to conceal message bits.

Nakhmani et al. [92] designed an algorithm for contour self-crossing detection. This

model is basically designed for parametric active contours. An easy method is designed

via simple techniques from differential topology. The detection is achieved by examin-

ing the entire net variation of contour’s angle without point sorting and plane sweeping.

The additional algorithms are planned for locating crossings by angle considerations

and by plotting the four-connected lines between the discrete contour points.
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Ling et al. [93] designed a learning-based approach to increase the temporal reso-

lutions of human motion sequences. Given a set of high resolution motion sequences,

first the motion tendency from this learning dataset is learned and then new postures for

the low-resolution sequence are synthesized according to the learned motion tendency.

Each motion sequence is first projected into a low-dimension manifold space where the

local distance between postures could be better preserved. Then each of the projected

motion sequences is represented as a motion trajectory. Next, motion priors learned

from the high resolution training sequences are used to reconstruct the motion trajec-

tory for the input sequence. Finally, the reconstructed motion trajectory is combined

with object inpainting technique to generate the final result.

Nicolaou et al. [94] planned Dynamic Probabilistic Canonical Correlation Analy-

sis (DPCCA). A generative model determines the temporal dependency on shared or

individual spaces. For the temporal lags with continuous annotations, a latent warping

process resulting in DPCCA with time warpings is planned (DPCTW). Thus, DPCCA

and DPCTW were extended to two supervised variants to include inputs and observa-

tions both in a generative and discriminative framework.

2.5 ANOMALY DETECTION TECHNIQUES

Anomaly detection is an important problem that has been encountered in diverse re-

search areas and application domains. Many anomaly detection techniques have been

specifically developed for certain application domains, while others are more generic.

Anomaly detection is the documentation of rare explanations which raise doubts by

contrasting with most of the data. Usually, anomalous things indicate some sort of

issue such as bank fraud, therapeutic issues or mistakes in content. Anomalies are ad-

ditionally called as abnormalities, outliers, noise, deviations and exceptions.

Various anomaly identification methods are available [95] to provide such informa-

tion unless the data is collected properly. Many data sets continuously stream from

weblogs, financial transactions, health records and surveillance logs, as well as from

business, telecommunication and biosciences. Many existing anomaly detection tech-

niques fail to retain sufficient accuracy due to the so called “Big Data” characterised by

high-volume, and high-velocity data generated by variety of sources. High dimension-

ality creates difficulties for anomaly detection because when the number of attributes

or features increase, the amount of data needed to analyze the content accurately, also

increases. This results in data sparsity in which data points are more scattered and
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isolated. This data sparsity is due to unnecessary variables or the high noise level of

multiple irrelevant attributes that conceal the true anomalies. One way to address the

problem of anomaly detection in high dimensional big data is to use a triangular model

of vertices. Other way to address the problem of high dimensionality is to reduce the di-

mensionality which projects the whole data set into a lower dimensional space either by

combining dimensions into linear combinations of attributes or by selecting the subsets

of locally relevant and low-dimensional attributes called subspaces.

Anomalies are divided into three types namely point anomaly, contextual anomaly

and collective anomaly. Point anomalies are outliers that exist far outside the rest of

the data e.g. in business use case, credit card fraud can be detected based on ”amount

spent”. In contextual anomaly, information is anomalous in particular setting or spe-

cific context. It may also be termed as restrictive anomaly. Attributes of data objects

are divided into two groups namely contextual and behavioral. The attributes that pro-

vide only contexts of the behavior are contextual characteristics. The attributes that

are usually highly related to the outlier behavior are called behavioral attributes [96].

Collective Anomalies may be defined as a group of instances in which each particular

instance of the group may not be anomalous itself but may prove to be anomalous when

these instances occur collectively.

Common methods available for finding anomalies are classification based, statistical

based and clustering based. Classification based method of anomaly detection uses

auxiliary transformations for training a model to extract useful features. Classification

based anomaly detection method is categorized into two steps. In the first step, the

training phase acquires a model with the marked training data set.In the second step,

the testing phase divides a test data in simple form with the help of the model learnt in

the first step.

Some classification based [97] techniques are the Support Vector Machines-based

Techniques, Neural Networks-based Techniques, Nearest Neighbor-based Techniques

etc.

The basic idea of any statistical anomaly method is that an anomaly is an observa-

tion which is suspected of being partially or wholly irrelevant because it is not generated

by the stochastic model. This method assumes that the normal data instances settle at

higher area of a stochastic model. The validity of many statistical procedures relies on

the assumption of approximate normality but if the data is not normal then nonparamet-

ric procedures might be the probable solution for handling abnormal data. Statistical

methods are broadly classified as parametric and nonparametric. A statistical procedure
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is said to be of nonparametric type if its properties get satisfied by reasonable approxi-

mation under assumptions of reasonably moderate nature.

Clustering-Based Detection Technique is generally employed to categorize same

data instances and this is basically an unsupervised type method. The first type of

Clustering method makes the assumptions that normal data lies in a cluster and that the

anomalies do not relate to any datapoint. The second type makes the assumption that

normal data instances relate to big and dense cluster and that the hand anomalies may

be related to small clusters.

Saberian et al.[98] planned two new multiclass boosting algorithms. The first algo-

rithm called CD-MCBoost is a coordinate descent procedure that updates one predictor

component at a time. The second algorithm called GD-MCBoost is a gradient descent

procedure that updates all components jointly. The formulation enables a unified treat-

ment of many previous multiclass boosting algorithms.

Ercan et al. [99] planned a task driven method with camera subset. In the task-

driven approach, each camera first performs simple local processing to detect the hor-

izontal position of the object in the image. This information is then sent to a cluster

head to track the object. The locations of the static occluders are assumed but only

prior statistics on the positions of the moving occluders are available. A noisy perspec-

tive camera measurement model is introduced where occlusions are captured through

occlusion indicator functions. An auxiliary particle filter that incorporates the occluder

information is used to track the object. The camera subset selection algorithm uses the

minimum mean square error of the best linear estimate of the object position as a metric

and tracking is performed using only the selected subset of cameras.

Pan et al.[100] designed a text area detector. This model is designed to calculate

the text existing confidence and scale data in image pyramid to partition the text con-

stituents by local binarization. For removing the non text components, a conditional ran-

dom field (CRF) model with unary or single constituent features and binary contextual

constituents’ component relationships with supervised parameter learning is planned.

Text constituents or components are grouped into text words with a learning-based en-

ergy minimization method.

Yang et al. [101] planned contour-based object detection. A solution is provided

to the problem by locating the dominant sets in weighted graphs. The nodes of the

graph are pairs composed of model contour parts and image edge fragments and the

weights between nodes are based on shape similarity. Because of high consistency

between correct correspondences, the correct matching corresponds to a dominant set
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of the graph. When a dominant set is determined, it provides a selection of correct

correspondence. The proposed method is able to get all the dominant sets thereby

detecting multiple objects in an image in one pass.

Lemaitre et al. [102] planned a method for a wiry target detection and matching

based on a new Curvilinear Region Detector (CRD) and a shape context-like descriptor.

The standard techniques for local patch detection are not suitable to wiry objects and

curvilinear structures like railroads and rivers in satellite images. The detection process

is estimated using the segmentation quality of curvilinear regions.

Walha et al. [103] designed a moving object detection system based on camera

motion estimation. Local feature extraction and matching is used to estimate global

motion and Scale Invariant Feature Transform (SIFT) keypoints are found to be suitable

for the stabilization task. Moving object is then detected by Kalman Filtering. Motion

compensation is carried out to obtain a stabilized video sequence.

Kang et al. [104] designed a Compressed Sensing (CS) based algorithm for the

detection of moving object in video sequences. First, an object detection model is de-

veloped to simultaneously reconstruct the foreground, background and video sequence

using the sampled measurement. Then, the reconstructed video sequence is used to

estimate a confidence map to improve the foreground reconstruction result.

Wang et al. [105] presented a novel 3D spatiotemporal Difference-of-Gaussians

(DoG) Filter-based algorithm for tracking small targets in videos of various complex

scenes. This model is generally designed for small target tracking which are capable

of accounting for spatial and temporal information. Based on such filters, an effective

and robust tracker is constructed to track the small targets which are spatiotemporally

distinguishable from background clutter.

An efficient technique is designed by Hu et al. [106] to identify the moving objects

for videos captured by moving camera. Moving object detection is complex in videos

captured using moving camera. This is because in the videos filmed by moving cameras

not only do the objects move but also the frames shift. In this algorithm, the feature

points in frames are identified and divided into the foreground and background. The

foreground regions and image difference are obtained and then merged to obtain moving

object contours. The moving object is identified depending on the motion history of

continuous motion contours and refinement schemes.

A spatial–temporal sampling process is described by Chuang et al.[107] as unified

method of extracting the video objects and computing the spatial–temporal boundaries

using a learnt video object model. A basic approach is designed for learning optimal
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key target/object codebook sequence from a set of training video clips to explain the

semantics of identified video objects. The dynamic programming is employed to find

the video objects with spatial–temporal boundaries in a test video clip. .

Ferryman et al. [108] planned a video surveillance framework that identifies the

desolated objects or target in observation scenes. The scheme is based on threat assess-

ment algorithm that combines the idea of ownership with automatic understanding of

social relations in order to infer abandonment of objects. The execution is carried out

with the development of logic-based inference engine and the threat detection execution

is carried out by testing against a range of datasets describing realistic situations.

Corner based approach is planned by Zhao et al. [109] to identify the text and

caption from videos. The approach is encouraged by the observation that there exist

corner points in characters especially in text and caption. Many discriminative features

are designed to explain the text regions created by corner points. The utilization of

these features in flexible way leads to its deployment in many applications. Language

independance is an important advantage of this method. Another algorithm is designed

to identify moving captions in videos. The motion features extracted by optical flow are

combined with text features to detect the moving caption patterns.

Ballantyne et al.[110] designed a new Branching Particle Filter.The filters simulate

a large number of independent particles, each of which moves with the stochastic law of

the target. Particles are weighted, redistributed and branched depending on the method

of filtering based on their accordance with the current observation from the sequence.

Each filter provides an approximated probability distribution of the target state given

all back observations. The filters converge to the exact conditional distribution as the

number of particles goes to infinity.

Kouritzin et al. [111] designed a nonlinear filter that addressed the distribution of

present state and this model is used for invisible and random dynamic signal. This signal

gives description of a distorted and corrupted partial observation operation. Kouritzin

[108] also brought in a novel noise deduction algorithm called the Chopthin Algorithm.

This algorithm abides by these resampling techniques until finalized output of the new

particles is obtained. The discussed algorithm decreases the resampling noise.

Priyadarshi et al. [112] discussed about digital video communication systems in

which a video is constructed for the purpose or aim of storing data with bit rate con-

strictions. The video processing is accomplished by the sum of absolute differences

with the assistance of image processing block sets. The branching type particle filtering

is generally used for background extraction. The authors have employed object tracking



31 2. LITERATURE REVIEW

or tracing for existing time video. It has been observed that available present method

can trace objects in many circumstances. The main consideration in the organization

of the moving or actuating items can be employed to decrease its many-sided quality.

By the image method or scheme, the capability of a computer to recover or restore the

position and to recreate the object from a sequence of images is adverted. Hence, this

framework employs a movement model.

Abdelali et al. [113] presented a method for object tracking based on the determinis-

tic search of target whose color content matches a reference histogram model. A simple

RGB histogram-based color model is used to develop the observation system. A new

approach is described for moving object tracking with Particle Filter by shape informa-

tion. In this approach Particle Filter and the probability product kernels are combined

as a similarity measure using integral image to compute the histograms of all possi-

ble target regions of object tracking in video sequence. The shape similarity between

a target and estimated regions in the video sequence is measured by their normalized

histogram. Target of object tracking is created instantly by selecting an object from the

video sequence by a rectangle.

Bauermeister et al. [114] implemented and evaluated the Sequential Importance Re-

sampling Particle Filter. This work performs radar target track filtering with the help of

the quantitative simulation. Target track filtering also called target track smoothing aims

to minimize the error between a target’s predicted and actual position. This objective

has been achieved through the development of a software radar target filter simulator

which implemented a Sequential Importance Resampling (SIR) Particle Filter algorithm

and suitable target and noise models.

Zhou et al. [115] solved the problem of sample impoverishment after resampling.

It is the main reason that leads to the divergence of particles and failure of profiling.

To solve this problem, a new resampling algorithm is presented. The idea is that ran-

dom particle samples are drawn from the neighborhoods of previous samples with high

weights according to Gaussian Distribution instead of simple duplication. Therefore,

during the resampling, the effect of sample impoverishment is reduced and diversity of

particle samples is enriched because of sample expansion while the low weight samples

are discarded.

Chou et al. [116] evaluated the performance of particle filter with the help of point

estimator comparison. The Kullback-Leibler Divergence (KLD) method is basically

used for this kind of particle cloud comparison. KLD estimates are generally used in

particle filtering applications and it is normally applicable to whatever cloud of particles
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that are present. Particle Filters are commonly used for such nonlinear filtering problem.

However, a major issue is to estimate the KLD for known densities only and described

by a limited number of samples which might not share the same support like in particle

filtering applications. The work presented a practical and generally applicable tool to

do so. Particle Filter performance analysis is generally done using the mean square

error between point estimators. It works fine for Gaussian cases but problems such as

high order moments cannot be well approximated by a Gaussian density. In that case,

another measure has to be used and the comparison of entire posterior distributions is

needed.

Kumar et al. [117] considered video as 3D or 4D spatiotemporal intensity pattern

i.e. a spatial intensity pattern that changes with time. In this work, analysis of the

various aspects like compression and enhancement of video has been performed. There

are many issues and challenges that still exist related to video processing inclusive of

security issues which the author has briefly discussed in this work.

Kokaram et al. [118] presents a new and simpler Bayesian framework that achieves

joint processing of noise, missing data and occlusion. It explains that in distinctive

video sequences, the scene content is always principally the same from frame to frame.

This theory explains that for noise reduction as well as for missing data interpolation,

a lot of data needs to be synthesized to fill the gap and to bring out the underlying

‘original clean’ data by comparing it with the present data. Using motion compensated

processing, the described pixels are extracted along motion trajectories. These motion

trajectories must be approximated using one of the listed motion estimators. If the

present data relates to the same statistical process, then the mean is a good estimate of

the clean data. The described technique has been used to perfectly create better effect

videos from electron microscope imagery.

Li et al. [119] explained advancement in sensory as well as mobile computing

technology and lot of concerning applications that affect moving or actuating objects.

The objects may be vehicles, ship or airplanes. No matter what the object might be

or what might be the absolute volume of data and the complexity within, review of the

moving objects demands a lot of human power. In this framework, object trajectories are

represented using motifs fragments. Technologies like Radar and GPS devices permit

trajectory data or information to be recorded for objects of all sizes such as a tiny cell

phone.
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2.6 MOTIVATION OF RESEARCH

Most of the existing techniques are either supervised or semi-supervised i.e., they re-

quire a data set that has been labeled as ”normal” and ”abnormal” which is then used

for training a classifier. Considering the vast applications of surveillance cameras and

the enormous amount of data collected by them, it seems almost impossible to label the

entire data set as normal or abnormal. There is a suppressing need to develop a practical

anomaly detection system which is unsupervised and runs in real time so as to timely

signal an activity that deviates from the normal patterns.

Most existing methods are patch or trajectory-based which lack semantic under-

standing of scenes and may split targets into pieces. They are also time consuming. To

handle this problem there is need for a novel and effective algorithm that incorporates

deep object detection and video profiling with full utilization of spatial and temporal

information.

Most of the existing intelligent anomaly detection algorithms exhibit poor perfor-

mance because of the inconsistent appearance of pedestrians owing to posture deforma-

tion and clutter in video streams. Furthermore, partial occlusions significantly increase

the difficulty of anomaly detection in case of a single camera view. Partial occlusions

and posture deformation restrict the ability of multi-object tracking while capturing the

feature representations of moving objects, especially in cluttered environments, which

has not been explored yet.

Motivated by these research gaps, an online anomaly detection method for surveil-

lance videos based on video profiling using the Bayes Filters has been proposed.

2.7 OBJECTIVES

The following are the objectives of proposed research work:

i. To develop a new probabilistic behavioral model based on a Hidden Markov

Model.

ii. To develop a novel visual behavior modeling approach which performs incremen-

tal and adaptive behavior model learning for online abnormality detection.

iii. To analyze the color information and shape or appearance extraction & motion

cue to achieve the image segmentation.
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iv. To develop a model for the dimension reduction of the system to reduce the cost

and complexity of the system for the improvement of efficiency.

The above objectives are implemented in MATLAB R2016a.

The following objectives have been achieved in the current study:

i. The proposed technique develops a visual behavior modeling approach by intro-

ducing the concept of video profiling for online abnormality detection. Use of

Bayes Filters have been made to perform profiling of moving objects in videos.

These filters are based on the Hidden Markov State Space Model which predicts

the posterior probability based on prior belief and observation measurements.

The observable variables (observation process) are related to the hidden variables

(state-process) by some functional form.

ii. For abnormality detection, the process of profiling requires the extraction of fore-

ground image from the background. This helps in detecting the moving object.

The proposed technique achieves this by making use of the frame differencing

and the feature extraction method.

iii. Once the moving object is identified, it needs to be located in each frame. To

achieve this objective use of various feature descriptors like the HOG, Optical

Flow, color features etc. has been made. These techniques provide useful color,

texture and motion information and edge extraction features to achieve image

segmentation and profiling.

iv. The last objective has been achieved by using dimension reduction technique i.e.

The Harris Corner Detector. This technique detects corner points in the image

plane. Instead of performing operations on each pixel, processing needs to be

done at only these corner points thereby reducing the dimensions and making the

system computationally less complex and time consuming.

2.8 CHAPTER WISE ORGANISATION OF THESIS

An outline of this thesis is presented as follows:

Chapter 1: Introduction

This chapter provides a brief introduction to video processing: its techniques and ap-

plications, activity recognition and anomaly detection in videos and various approaches

for detecting anomalous pattern in videos.
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Chapter 2: Literature Review

This chapter provides in detail the relevant literature survey which has been carried

out to understand the various aspects relating to background estimation, foreground de-

tection, feature extraction, and activity recognition. Different anomaly detection tech-

niques analyzed by various researchers have been included in this chapter. The chapter

also discusses the proposed objectives of the current study. In the end the chapter wise

organization of the thesis has been discussed.

Chapter 3: Modified Kalman Filter Using Global and Local Oriented Gabor Tex-

ture Histogram

This chapter includes the tracking of objects in video using the Kalman filter tracking.

Interest points are detected using Harris Detector. Thereafter the GLOGTH feature de-

scriptor has been deployed to identify the target object in each frame before applying

Kalman filter for tracking. Programming in MATLAB has been used to accomplish the

objective.

Chapter 4: Modified Particle Filter Using Global and Local Oriented Gabor Tex-

ture Histogram

This chapter deals with the detection of abnormal behavior using particle filters. In this

analysis, feature points have been extracted in the image. The object of interest has been

identified and located in each frame of the video sequence by applying the GLOGTH

and color feature descriptor, at these points. Tracking using particle filters has been

performed to predict the position of the object in each frame. Any deviation between

the observed and predicted value has been considered an anomaly. Programming in

MATLAB has been used to accomplish the objective.

Chapter 5: Branching Particle Filter Based Anomaly Detection

This chapter deals with finding abnormal or unusual activities in videos using the con-

cept of branching particle filters. The performance of the proposed techniques has been

analyzed on the basis of various performance parameters used in tracking. The results

obtained thereafter have been compared with the earlier techniques. Programming in

MATLAB has been used to accomplish the objective.

Chapter 6. Conclusion and Future Scope.

This chapter deals with the overall conclusions of the current study and explores the
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future scope of work related to the field.

2.9 SUMMARY

To counter-act increasing and more diversified threats in today’s societies, governments

and other organisations are turning their focus towards mass surveillance. In certain

circumstances, it is necessary to analyse the behaviour of people and vehicles in order

to determine what is happening in a scene. More specifically, it can often be vital to

determine if an event is normal or an anomaly.

Traditional passive surveillance is proving ineffective as the number of available

cameras for an operator often exceeds the operators ability to monitor them. Further-

more, monitoring surveillance cameras requires a focus that operators can only uphold

for a short amount of time.

To improve security and the performance of surveillance systems, it is thereby nec-

essary to construct an algorithm that can help operators to perform at a higher efficiency

or even take over the work altogether. Such algorithms would then allow the system to

operate and interact in real-time with its surrounding, instead of just as a forensic tool.

The algorithm might also increase the chances of detection as it can use the moment

pattern of individuals or crowds that can otherwise be hard to distinguish by the human

eye. However, in order for the algorithm to be reliable in a real world scenario, it is

necessary that it has a low amount of false anomaly detections as well as a low amount

of undetected anomalies.

This chapter expresses the work done in the past in the field of object segmentation,

detection and tracking of objects in video surveillance. An extensive research work has

been done for detection of video objects. Object detection in dynamic backgrounds

is now an essential part in video surveillance applications. In addition, video object

segmentation is a primary task for different computer vision applications. However,

video object segmentation based on multi features such as size, color, texture, shape,

intensity etc has not been efficiently performed in the past. The key aim of this research

is to locate the moving objects exactly and then to track them for detection of any

anomalous behavior. By tracking the object across the frames, the normal behavior

pattern is drawn and any deviation from the normal trajectory or path is then considered

as an anomaly. The literature review directs the research to address the existing works

limitations leading to further investigation.



Chapter 3

MODIFIED KALMAN FILTER
USING GLOBAL AND LOCAL
ORIENTED GABOR TEXTURE
HISTOGRAM

3.1 INTRODUCTION

Visual Surveillance system [120] is used for mostly security sensitive areas. In object

tracking algorithm, automated video analysis is required. The basic applications of such

type of technique in high quality videos, high powered computers and video analysis.

Anomalies in videos can be of different types depending upon the situation e.g. a bi-

cycle on a pedestrian footpath or a car from opposite direction in a one-way traffic.

Violent behavior inside an elevator or Automated Teller Machine (ATM) is also a kind

of anomalous activity. To detect anomalous activities first the object or target needs to

be detected. Object detection in videos involves verifying the presence of an object in

image sequences and possibly locating it precisely for recognition. Then the detected

object is to be tracked. Object tracking is to monitor an object’s spatial and temporal

changes during a video sequence including its presence, position, size, shape etc. These

two processes are closely related because tracking usually starts with detecting objects

while detecting an object repeatedly in subsequent image sequence is often necessary

to help and verify tracking.

In this chapter, object tracking using Kalman Filter [121] involves two steps. In

the first step, detection of moving object is performed and in the second step, frame

37
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to frame tracking of the detected object is done. Different techniques can be applied

to detect moving objects in the video depending upon whether the background is static

or dynamic. For static background, the frame difference technique is applied and for

dynamic background, the feature extraction method has been made use of. Once the

moving object in the foreground is detected, the next step is to track the object frame to

frame. In this chapter, Kalman Filter combined with GLOGTH feature descriptor has

been used for moving object tracking.

3.2 PROPOSED METHODOLOGY

Object tracking in real time is one of the most active research areas in computer vision

[122]. The goal of object tracking is to estimate the locations and motion parameters

of the target in a video sequence given its initial position in the first frame. Research

in tracking plays a key role in understanding motion and structure of objects. It finds

numerous applications including surveillance [123], human-computer interaction [124],

traffic pattern analysis [125], recognition [126] and medical image processing [127].

Although, object tracking has been studied for several decades and numerous tracking

algorithms have been proposed for different tasks, it remains to be a very challenging

problem.

Figure 3.1: Work Flow for Moving Object Detection and Tracking
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One of the most challenging factors in object tracking is to account for appearance

variation of the target object caused by change of illumination, deformation and pose.

In addition to these, occlusion, motion blur and camera view angle also pose significant

difficulties for algorithms to track target objects. Video tracking is an application of

object tracking where moving objects are located within video information. Hence,

video tracking systems are able to process live, real-time footage and also recorded

video files. This chapter presents a new method for real time tracking of objects using

Kalman Filter. A general framework for moving object detection and tracking is given

in Figure 3.1.

3.2.1 Foreground Extraction or Moving Object Detection

The first step towards achieving the desired framework is to extract the object of inter-

est i.e. to distinguish the moving object from the background [128]. This process is

called Foreground Extraction or Moving Object Detection. Moving object detection is

the task of identifying the physical movement of an object in a given region or area.

Over last few years, moving object detection has received much of attraction due to

its wide range of applications like video surveillance, human motion analysis, robot

navigation, event detection, anomaly detection, video conferencing, traffic analysis and

security. In addition, moving object detection is very consequential and efficacious re-

search topic in field of computer vision and video processing since it forms a critical

step for many complex processes like video object classification and video tracking

activity. Consequently, identification of actual shape of moving object from a given se-

quence of video frames becomes pertinent. However, task of detecting actual shape of

object in motion becomes tricky due to various challenges like dynamic scene changes,

illumination variations, presence of shadow, camouflage and bootstrapping problem.

Number of techniques are prevalent to detect the moving object of interest in a given

video sequence. Some of them are:

(a) The Frame Difference Method [129] is an algorithm to identify an object’s mo-

tion. Using this algorithm, one can differentiate an object moving in an envi-

ronment with the static background. This method adopts pixel-based difference

to find the moving object. The block diagram depicting the working of frame

difference method is given below in Figure 3.2.
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Figure 3.2: Frame Difference Method

As observed from the above diagram, the current frame of the video sequence

is subtracted from the previous frame. An image is obtained as a result which

is the difference of the two images. Optimum thresholding is then done on the

resultant image in which a threshold is decided on the basis of pixel intensities of

the image. Each pixel in the image is compared with this threshold. If the pixel’s

intensity is higher than the threshold, the pixel is set to white in the output. If it is

less than the threshold, it is set to black. Black pixels correspond to background

and white pixels correspond to foreground (or vice versa). Thus, moving object

in the foreground is detected [130].

Some of the problems associated with this method, especially when only using

two frames are the following:

• The objects are moving slowly through the frame and only the edges of the

objects are detected. This is usually referred to as the wave-front (edges) of

the object being detected.

• An object that was moving becomes stationary it will disappear into the

background.

• A rapidly moving object will be detected twice resulting in a ghost object at

the objects previous position.

To evaluate the performance of frame difference method, take a video where a

person is moving against a static background. The video is divided into frames

and the frame differencing method is applied by taking the difference of the two

frames. The results so obtained are shown in Figure 3.3. As is evident from the

result, the frame difference method is able to detect the person moving in the

foreground.
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(a) Input First Frame (b) Input Second Frame

(c) Difference Between Two Frame (d) Binary Image of Difference

Figure 3.3: Image Showing Moving Object

This method holds the advantage of being very simple and computationally less

complex but does not give reliable results when the background is dynamic, e.g.

swaying of trees and movement of curtains or ripples in the river in the back-

ground. Frame difference method is sensitive to location change. The drawbacks

of the frame difference include foreground aperture and ghosting caused by an

object’s too low motion speed. This can lead to false detection. To evaluate the

performance of the frame difference technique in such a case, the method is ap-

plied on a video having a static background but having curtains swaying due to

air. The video is divided into frames and the difference of the two frames is taken.

The results so obtained are as shown in Figure 3.4 below:

The results clearly indicate that this technique is able to detect false movements.

Though the background is static and there is no moving object in the foreground

yet the results show movement because of moving curtains in the background.

To remove this limitation and for foreground extraction in a video sequence with

dynamic background, a technique called feature extraction is used. Feature ex-

traction is a process of dimensionality reduction by which an initial set of raw

data is reduced to more manageable groups for processing. This technique con-

sists of two steps, first one is Feature Detection and second is Feature Description.
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(a) Input First Frame (b) Input Second Frame

(c) False Curtain Movement Detected

Figure 3.4: False Detection in Dynamic Background

(b) Feature Extraction

Feature extraction is a process of dimensionality reduction [131] by which an

initial set of raw data is reduced to more manageable groups for processing. Fea-

ture extraction selects features which effectively reduce the amount of data that

must be processed while still accurately and completely describing the original

data set. Feature Extraction aims to reduce the number of features in a dataset

by creating new features from the existing ones (and then discarding the original

features). These new reduced set of features should then be able to summarize

most of the information contained in the original set of features. Nearly all of the

previous research was concentrated only on detection rate rather than reducing

the computational complexity while maintaining high detection rate. There was

need for an algorithm to ensure proper motion estimation and the detection of

objects with less computation time and lower computational complexity. Feature

extraction serves this purpose. It takes place in two steps:-

i. Feature Detection

ii. Feature Description.

This research uses Harris Corner Detector as the feature detector [132] and Global

and Local Oriented Gabor Texture Histogram as the feature descriptor [133]. The
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block diagram for moving object detection and tracking using Kalman Filter is

given in Figure 3.5 below.

Figure 3.5: Block Diagram for Feature Extraction and Kalman Filtering

i. Feature Detection using Harris Corner Detector Feature is defined as an ”in-

teresting” part of an image which provides rich information on the image content

e.g., corners or interest points [134]. Corners are invariant to translation, rotation

and illumination. Although corners are only a small percentage of the image,

they contain the most important features in restoring image information. Thus,

they can be used to minimize the amount of processed data for motion tracking.

Figure 3.6 shows that in a corner region, a significant gradient change is observed

in all the directions.

Figure 3.6: Depiction of Flat region, Edge and Corner

Harris Corner Detector

Harris Corner Detector [135] is a corner detection operator that is commonly

used in computer vision algorithms to extract corners and infer features of an im-

age. These techniques are simple and robust from computation & speed point of
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view. Also in terms of scaling, rotation and variation in illumination characteris-

tics, these techniques are much better as compared to others. The Harris corner

detector is therefore a standard technique for locating interest points on an image.

Despite the appearance of many feature detectors in the last decade, it con-

tinues to be a reference technique which is typically used for camera calibration,

image matching, tracking and video stabilization.

The main idea is based on Moravec’s Detector [136] that relies on the auto

correlation function of the image for measuring the intensity differences between

a patch and windows shifted in several directions. The success of the Harris

detector temporary in its simplicity and efficiency. The strong variation in local

neighborhood is used to locate the points using analysis of Eigen value and Eigen

vector of autocorrelation matrix. This matrix, also called as structure tensor, is the

base for several image processing problems such as the estimation of the optical

flow [137] between two images.

From the eigen values of the autocorrelation matrix, it is possible to define sev-

eral corner response functions and measures. The idea behind the Harris Method

is to detect points based on the intensity variation in a local neighborhood. A

small region around the feature should show a large intensity change when com-

pared with windows shifted in any direction.

Following are the steps to calculate corner points using Harris Detector:

(a). Color to gray scale conversion

Convert color image into a grayscale image.

(b). Spatial derivative calculation

E(u,v) = ∑
(x,y)∈W

w(x,y)[I(x+u,y+ v)− I(x,y)]2 (3.1)

where w(x,y) is a window function at position (x,y) that can be a rectangular

or a Gaussian function.

E(u,v) is the intensity variation occurred if window W is shifted by a small

amount (u,v)

Intensity of shifted window is denoted by I(x+u,y+ v) .

Intensity of original window is denoted by I(x,y).

The main requirement is to maximize the value of the function E for corner
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detection.

E(u,v)≈ ∑
(x,y)∈W

w(x,y)[I(x+u,y+ v)− I(x,y)]2 (3.2)

Then, Taylor series expansion is done.

E(u,v)≈ ∑
(x,y)∈W

w(x,y)[I(x,y)+uIx + vIy − I(x,y)]2 (3.3)

Since u and v are small, the term I(x+u,y+v) approximates to (I(x,y)+uIx+vIy)

by Taylor series expansion.

E(u,v)≈ ∑
(x,y)∈W

w(x,y)[u2Ix
2 +2uvIxIy + v2Iy

2] (3.4)

In matrix form the above equation may be written as:

E(u,v)≈
[
u v

](
∑

(x,y)∈W
w(x,y)

[
Ix

2 IxIy

IxIy Iy
2

])[
u

v

]
(3.5)

Now, rename the summed-matrix as M

M = ∑
(x,y)∈W

w(x,y)

[
Ix

2 IxIy

IxIy Iy
2

]
(3.6)

so the equation now becomes:

E(u,v)≈
[
u v

]
M

[
u

v

]
(3.7)

The matrix M is called structure tensor.

(c). Corner Response Measure

The Harris Detector uses the following response function that scores the

presence of a corner within the patch.

R = det M− k(trace M)2 (3.8)

det M = λ1λ2 (3.9)

trace M = λ1 +λ2 (3.10)

where λ1 and λ2 are the Eigen values of Matrix M. All windows that have

a score R greater than a certain value are corners. They are good tracking
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points. Three cases are possible:

If both the eigen values λ1 and λ2 are small then R is small and the region is

flat.

If λ1>>λ2 or viceversa, then R < 0 and the region is an edge.

IF λ1 ≈ λ2 and both eigen values are large, then R is large and the region is

a corner.

Figure 3.7 shows how the eigen values help to determine the suitability of a

window to detect corners.

Figure 3.7: Choice of Corner Points Using Eigen Values

Based on the algorithm explained above, the Harris Corner Detector tech-

nique is applied to the image of an athlete in motion. Figure 3.8 shows

the result on applying Harris Detector to the image. The feature points or

corners are extracted as indicated in yellow. The significance of extracting

these points in an image is that at these points there is a significant change

in local information of the pixel such as its intensity, brightness, motion and

appearance. Finding these cues on the entire image would lead to extracting

redundant data thereby increasing computational time and complexity. On

the other hand, if the cues are found out at these feature points only, lot of

redundant information may be avoided thereby increasing the efficiency of

the system.
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Figure 3.8: Harris Corner Detector Applied to the Image of an Athlete

Harris Corner Detector for Different Thresholds

There is no general way to define a lower threshold for the ”cornerness” measure

provided by the Harris Filter. It is just a score and the higher it is, the more spiky

or point-like the image will look around a certain pixel. Figure 3.9 shows the

importance of choosing an optimum or threshold value of the response function

R of the Harris Detector. It can be clearly seen from the figures that when the

chosen threshold value is small for e.g. 10, then a large number of corner points

from the same region of image are extracted. The feature descriptor would then

have to be applied on all the corner points even if they belong to the same re-

gion, thereby providing redundant information. As the threshold value increases,

only a very few points are able to cross that threshold. As observed in figure 3.9

a threshold of value 1000 leads to extraction of a very few corner points which

are not sufficient enough to provide the required cue information. An optimum

threshold of value from 100 to 500 provides a trade-off between the two extreme

cases. It is therefore of utmost importance to choose an optimum threshold value

of the response function to meet both the requirements of avoiding redundant in-

formation and losing useful information.
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(a) For Threshold = 100 (b) For Threshold = 500

(c) For Threshold = 1000 (d) For Threshold = 10

Figure 3.9: Harris Corner Detector for Different Thresholds

ii. Feature Description using Global and Local Oriented Gabor Texture His-

togram

The next step towards extracting the foreground in case of videos with dynamic

background is to apply a feature descriptor at those corner points which have

been detected using Harris Detector. This chapter uses Global and Local Ori-

ented Gabor Texture Histogram as the feature descriptor. Among all the local

feature models, texture descriptors plays an important role in recognizing person

because of its shape-free feature representation. Though variations in pose and il-

lumination directly affect texture and shape features, the availability and potential

of the texture features are excessive in the person’s images. From the literature

reviewed, it is noted that texture as a stand-alone feature does not work well for

person re-identification and must be combined with colour or shape feature for

improved performance.

GLOGTH is a combination of the local texture and global structure informa-

tion of a given input image. This feature aims at representing the human appear-

ance traits with low-dimensional feature extraction. The proposed feature extracts

the texture information of input images based on the orientation of the weighted

gradient from the global representation. In GLOGTH, the principal orientation is

determined by the gradient of the pixels. Based on the principal orientation, the

Gabor feature is extracted and imbues GLOGTH with the strong ability to express

edge information, apart from making it robust to lighting variances. The essential
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thought behind GLOGTH [138] is that local object appearance and shape within

an image can be described by the distribution of intensity gradients or edge di-

rections. It is based on the fact that Gradient (x and y derivatives) of an image

is large around edges and corners (regions of abrupt intensity changes). Hence,

edges and corners pack in a lot more information about object shape than flat

regions. Therefore, the gradient is specifically computed at these points on the

image. Using this concept, the person in the foreground can easily be detected

and segregated from the rest of the scene.

GLOGTH Descriptor Algorithm:

The goal of texture analysis is to extract local region information from the image.

For global feature extraction, information is extracted from the whole region of

the image. In order to build rotation invariant features possessing distinctiveness,

a feature is proposed by applying the concept of calculating the gradient-based

structure to describe the distribution of the holistic orientations and to compensate

for the global-level rotation. The Gabor-based texture describes the distribution

of the local texture for each orientation. Once the global representation has been

completed by representing the gradient orientation and magnitude of each pixel,

the image is divided into four equal divisions of equal size i.e. upper right, up-

per left, lower right and lower left. The image is divided into 4 blocks, each of

which is further divided into 32 cells sized 8× 4. After dividing the image into

cells, the gradient orientation from each pixel is extracted from the image and the

orientation will be calculated for the pixels from every block. For each block,

32 orientations are calculated and ordered in the histogram. The orientations or-

dered to the histogram are weighed based on their gradient magnitude. From

every cell the principle orientation is calculated based on the highest weight of

the histogram. Other orientations are ordered based on the principle orientations.

All the orientation bins of the histogram are shifted until the principal orientation

places its first position.

Thereafter, the Gabor filter is applied using the 32 gradient orientations of the

histogram. The Gabor feature is calculated for 4 scales and 32 orientations using

the algorithm shown below.

1. The complete image is divided into small connected regions named as cell

and histogram of gradient directions for each cell is computed within the
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cell for each pixel. This is known as edge orientation.

2. According to gradient orientation, each cell discretizes into angular bin

function.

3. The angular bin function assigned corresponding weighted gradient for each

pixel cell.

4. The spatial region is assigned as grouping of adjacent cells named as block.

On the basis of normalization & grouping of histograms cell is termed as

block.

5. The block histogram represents normalized group histogram. A complete

set of these blocks is represented by descriptor.

To evaluate the performance of the GLOGTH algorithm, the technique is applied

to dataset 1. The result so obtained is shown in Figure 3.10.

Figure 3.10: Target Identification by applying GLOGTH on Dataset 1

3.2.2 Object Tracking using Modified Kalman Filter

Once the object of interest has been detected and identified, next step is to track the

object continuously over the sequence of frames. Object tracking is the problem of

estimating the positions and other relevant information of moving objects in image se-

quences. This chapter deploys the Kalman Filter to track the position of the target

object.

Rudolph E. Kalman introduced the Kalman Filter [139] in 1960. The KF, also

known as the linear quadratic estimator is used for the estimation of measurement of

series of data having different accuracies and noise. Kalman Filter has many uses in-

cluding applications in control, navigation and computer vision. This filter takes current
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measurements of position, updates estimate of state variables and then predicts future.

It does so iteratively i.e. it relies on the last estimate to predict the present one.

A system model used by Kalman Filter controls all the input values that would be

corresponding to the updated model. A number of unknown variables are measured by

measurement of series experiment with optimization techniques. These unknown vari-

ables are changed with respect to time. It is the best approach for measurement. Only

single arrangements are required for this purpose. The issue occurred for discrete data

linear filtering is resolved by Kalman Filter as provide a recursive solution. Kalman

Filter is widely used in many applications as it is self sufficient value. In unknown sys-

tem, estimation of state of system is more accurately as compared to other techniques.

It is well concluded that unknown state is well estimated by Kalman Filtering. Kalman

Filter is basically used for mixing accessible data measurement output which would be

used by more powerful recursive estimator. The measured sensors are used as knowl-

edgeable algorithm that would be used for estimation of unknown and the Mean Square

Error (MSE) would be minimized.

Basically, such type of filter is used in linearization measurement model and known

system as it is simplest linear state space model. Such types of filters are widely used

in day to day life. There is uncertain value for measurement in measured value as un-

known variables are estimated recursively with respect to time. In uncertainty, noise is

to be added and it is included in the measured value. As estimated noise is Gaussian

in nature, it cannot be measured so easily. Hence, a new algorithm or technique is re-

quired to estimate these unknown variables. This can be estimated using Kalman Filter.

The linear equations and adaptive white Gaussian noise are used as standard models for

Kalman Filter.

Model for Kalman Filter

For estimation & calculation of unknown states, two steps are used by Kalman Filter.

1. Prediction

2. Update

1. Prediction

The Kalman filter works in two steps (prediction and correction step) that are

executed one after another in the loop. In the prediction step only the known

action is used in a way that enables prediction of the state in the next time step.
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From the initial belief a new belief is evaluated and the uncertainty of the new

belief is higher that the initial uncertainty. In this method, the current value is

estimated from previous predicted value. A priori state estimation is also known

as prediction state estimation as no measurement value is required. Prediction

step is shown as:-

x̂(t|t −1) = F(t)x̂(t −1|t −1)+B(t)u(t) (3.11)

P(t|t −1) = F(t)P(t −1|t −1)F ′(t)+Q(t) (3.12)

where,

x̂ : Estimated State.

F: State Transition Matrix (i.e., transition between states).

u : Control Variables.

B : Control Matrix (i.e., mapping control to state variables).

P : State Variance Matrix (i.e., error of estimation).

Q : Process Variance Matrix (i.e., error due to process).

Subscripts are as follows: t|t current time period, t −1|t −1 previous time period

and t|t −1 are intermediate step.

The measurement is done with above two equations. These are used as estimated

value of priori value & error measurement respectively.

2. Update

In this step, accuracy of estimate step is improved by updating apriori state by

observation of different values. After the estimation, observations are known as

posterior estimation. Update estimation is written as:

e(t) = y(t)−H(t)x̂(t|t −1) (3.13)

Ree(t) = H(t)P(t|t −1)H ′(t)+R(t) (3.14)

K(t) = P(t|t −1)H ′(t)Ree
−1(t) (3.15)

x̂(t|t) = x̂(t|t −1)+K(t)e(t) (3.16)

P(t|t) = [1−K(t)H(t)]P(t|t −1) (3.17)

where

e : Residual measurement error
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Ree : Prediction covariance

y : Measurement variable

H : Measurement matrix (i.e., mapping measurements onto state).

K : Kalman gain.

R : Measurement variance matrix (i.e. error from measurements).

The most important concepts when using the Kalman filter are summarized as:

• Kalman Filters are discrete. They rely on measurement samples taken between

repeated but constant periods of time.

• Kalman filters are recursive. Its prediction of the future relies on the state of the

present (position, velocity, acceleration etc). Further, it presents a guess about

external factors that may affect the situation.

• Kalman Filters predict the future. This is applied by making measurements (such

as by sensors) and then deriving an adjusted estimate of the state from both pre-

diction and measurements.

The Kalman Filter has several applications in technology. Some common applica-

tions are:

a. Guidance and navigation of vehicles, particularly aircraft and spacecraft.

b. Robotic motion planning and trajectory adjustment.

c. Position awareness radar sensors for advanced driver assistance systems (ADAS)

in autonomous vehicles.

d. Many computer vision applications such as stabilizing depth measurements, ob-

ject tracking (e.g. faces, heads, hands), fusing data from laser scanners, stereo

cameras for depth and velocity measurements, and 3D mapping through Kinect

or range cameras.

The next section illustrates the performance of the proposed technique on two dif-

ferent datasets using MATLAB as the simulation tool.
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3.3 SIMULATION RESULT

This research work makes use of MATLAB 2016a as the simulation tool. To evaluate

the performance of the proposed algorithm using Kalman Filter, the technique is imple-

mented on two datasets consisting of two video sequences, dataset 1 comprising of a

person jogging at uniform speed against a static background and dataset 2 comprising

of cars moving at nonuniform speed agaist a dynamic background.

Figure 3.11: Successful Tracking of the Target on Applying Kalman Filter (Dataset 1)

Figure 3.11 shows the results obtained after applying Kalman Filter to target object

for dataset 1 where the background is static and also the target object is not occluded by
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any other object. As is evident from the figure, the Kalman Filter is successfully able to

track the target object in all the consecutive frames thereby proving that Kalman Filters

are successful in tracking uniform guassian targets.

Performance Metrics

In order to evaluate the performance of our algorithm the following performance metrics

have been taken into consideration:

1. True Positives (TP)

It is used to measure correct predicted positive values. It means actual class is

present and the predicted class is also present. It is illustrated with an example as

if wolf was present and the shepherd shouted wolf.

2. True Negatives (TN)

It is used to measure correct predicted negative values. It means actual class is

not present and the predicted class is also not present. It is illustrated with an

example as if shepherd shouted no wolf and actually no wolf was present

3. False Positives (FP)

It is used to measure both actual & predicted class. It means actual class is not

present and the predicted class is present. It is illustrated with an example as if

wolf was not present but shouted wolf present.

4. False Negatives (FN)

It is used to measure both actual & predicted class. It means actual class is not

present and the predicted class is present. It is illustrated with an example if

shepherd shouts no wolf when actually the wolf was present.

The performance parameter like Recall Rate, Precision Rate, Accuracy & F Score

are calculated using TP, TN, FP and FN

5. Accuracy

Accuracy is the most intuitive performance measure and it is simply a ratio of

correctly predicted observation to the total observations. Accuracy is the fraction

of predictions our model got right. The performance of filter & algorithm is

measured by Accuracy. It is defined as the ratio of correctly predicted class to the

total number of classes or observations.

Accuracy =
TN+TP

TN+FN+TP+FP
(3.18)
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6. Precision

It may be defined as the ratio of correctly predicted positive class to all predicted

positive classes. It means correct fraction of detected items.

Precision =
TP

TP+FP
(3.19)

7. Recall (Sensitivity)

It may be defined as the ratio of correctly predicted positive class to all actual

present classes. It means correct fraction of all the detected items.

Recall Rate =
TP

TP+FN
(3.20)

8. F score

It may be defined as average of weighted recall rate & precision rate. It means

both false & true classes are measured. Since in terms of performance F score is

more important than accuracy for random class distribution. If the cost function

of FN & FP is same then accuracy is more dominant as compare to F score. If

the cost function of FN & FP is different than recall rate & precision rate is more

dominant as compare to other parameters

F Score =
2×Recall Rate×Precision Rate

Recall Rate+Precision Rate
(3.21)

9. Root Mean Square Error

RMSE measures how much error there is between two data sets. In other words,

it compares a predicted value and an observed or known value.

RMSE =

√
∑((x̂i − xi)2 +(ŷi − yi)2)

N
=

√
∑

N
i=1 distancei

2

N
(3.22)

N is the number of samples. x̂i and ŷi are the predicted coordinates and xi and yi

are the known or observed coordinates.

10. Detection Rate

It is a measure of the percentage of true targets that is detected. It may be defined

as the ratio of number of outliers detected to the total number of outliers in data.

To evaluate the performance of the proposed algorithm, three parameters namely pre-

cision (P), recall (R) and F score (F) have been taken into consideration. With the
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proposed algorithm using Kalman Filter combined with GLOGTH feature descriptor,

the values of Precision, Recall and F score obtained are 0.9972, 0.9601 and 0.7259 re-

spectively. To validate the results obtained, the proposed algorithm has been compared

with the work done by Komagal et al. [140] in Table 3.1. Komagal et al. uses HOG

features with Hungarian Algorithm to obtain efficient tracking in wide area. Histogram

of Oriented Gradients is used to obtain foreground/background. The segmented output

is then applied to Hungarian Algorithm together with the ‘Kalman Filter’ for tracking.

Table 3.1: Performance Comparison of GLOGTH Kalman with Hungarian Kalman on
Dataset1

Methods Precision Recall F Score
Classical Kalman [140] 0.9964 0.9571 0.7100

Hungarian Kalman [140] 0.9969 0.9596 0.7122

GLOGTH+Kalman (proposed) 0.9972 0.9601 0.7259

To give a clear insight of the performance of the proposed technique over other algo-

rithms, Figure 3.12 displays the data in Table 3.1 in the form of bar graphs.

Figure 3.12: Comparative Analysis of Modified Kalman Filter

The above figure clearly indicates that the proposed algorithm outperforms both the

classical Kalman and the Hungarian Kalman algorithm. This is because the classical

HOG descriptor is sensitive to rotation transformation. On the contrary the GLOGTH

descriptor is consistent and robust to any type of image transformations. This greatly

improves the performance of the proposed work.
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Now the Kalman Filter is applied on Dataset 2 in which the background is dynamic

and objective is to track the red colored cars which are moving at abrupt speeds. The

results so obtained are shown in Figure 3.13.

Figure 3.13: Poor Tracking Result in Nonlinear environment (Dataset 2)

The random directions of the tracker clearly indicate that the Kalman Filter fails to

track the red colored cars because their speed is not uniform and direction is nonlinear.

3.4 RESULTS AND DISCUSSION

Object detecting and tracking has a wide variety of applications in computer vision

such as video compression, video surveillance, vision-based control, human-computer

interfaces, medical imaging, augmented reality and robotics. It also plays an important

role in video database such as content based indexing and retrieval.

This chapter deploys the Kalman Filter combined with GLOGTH feature descriptor

for tracking the object of interests. Before tracking, the Harris Corner Detector is used

to detect the feature points in the image. These are the points where there is maximum

change in gradient in all directions. By detecting these feature points, the objective of

dimensionality reduction is achieved. Now instead of applying the feature descriptor at

all the points in the image, only corners are taken into consideration. This drastically

reduces the computation time of the algorithm. Figure 3.8 and Figure 3.9 show the

application of Harris Detector to the dataset. Next, a feature descriptor is applied at all

the corner points. GLOGTH is used here as a feature descriptor. GLOGTH focuses

on the shape or appearance of the object in the image. Figure 3.10 depicts how when
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GLOGTH is applied at the corner points, only the athlete i.e., the object of interest is

highlighted. This enables the tracker algorithm to now focus and track only the target

object. Figure 3.11 shows how when the Kalman Filter is applied, the tracking of the

target object is achieved successfully. Next, the same techniques are applied to the sec-

ond dataset consisting of cars moving at nonuniform speed in random directions. The

haphazard yellow arrows of Figure 3.13 show how the Kalman Filter fails to track the

cars of second dataset. This is because the Kalman Filter assumes linear Gaussian en-

vironment. Thus, when the Kalman Filter is applied to nonlinear non-Gaussian dataset,

the tracker fails.

3.5 CONCLUSIONS

It is an important task to reliably detect and track moving objects for video surveillance

and monitoring. Tracking can be defined as the problem of estimating the trajectory

of an object in the image plane as it moves around the scene. Tracking of moving

objects based on the results from object detection is aimed to estimate the optimal trace

of the moving objects for further event analysis. With object tracking solutions, one

can perform meaningful actions on visual data obtained via different types of cameras.

Using suitable object detection algorithms coupled with tracking models, one can train

a machine to not just recognize one or more unique objects or persons in a particular

image but also identify them in subsequent frames and follow their trajectory in a video

stream.

Moving object detection and tracking is the major challenging issue in Computer

Vision, which plays a vital role in many applications like robotics, surveillance, nav-

igation systems, militaries, environmental monitoring etc. There are several existing

techniques which has been used to detect and track the moving object in Surveillance

system. Tracking objects in a video sequence can be complex. The difficulty can arise

due to rapid appearance change caused by image noise, illumination, non rigid body

motions or because of dynamic backgrounds, occlusions and interaction between mul-

tiple objects. Loss of depth information caused by mapping objects and points from 3D

space to a 2D image plane is also a challenge. Therefore, it is necessary to develop new

algorithm or modified algorithm which is robust and sturdy.

In this chapter the conventional Kalman Filter is combined with the GLOGTH fea-

ture descriptor and applied on two different datasets. The results obtained after applying

Kalman Filter to the datasets lead to following conclusions:
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i. Kalman filter works extremely well for linear models such as those where there

are no abrupt changes in speed or direction of the tracked object.

ii. Kalman Filter leads to poor tracking performance in environments which intro-

duce nonlinear factors such as occlusion or multipath propagation effects [141].

Moreover, if there is only one single moving object, the tracking problem is triv-

ial. However, if there are multiple moving objects sometimes overlapped (or

occluded) with each other, the tracking problem become more difficult.



Chapter 4

MODIFIED PARTICLE FILTER
USING GLOBAL AND LOCAL
ORIENTED GABOR TEXTURE
HISTOGRAM

4.1 INTRODUCTION

Most of the algorithms for object detection and tracking [141] are able to track the

particular object only in controlled and predefined conditions. In video processing &

computer tracking, when the target is moving at nonuniform speed or is changing its

direction abruptly then it becomes a challenging task to track and find out the exact

location of the targets.

Moreover, most algorithms do not take into account the removal of redundant data.

In this chapter, a robust model for object tracking has been developed which uses the

Harris Detector Technique for feature point extraction. Now RGB color model has

been merged with the GLOGTH feature descriptor [142] to obtain better results and

Particle Filters [143] have been deployed to enhance the accuracy and performance

parameter of tracking. Particle Filters provide robust tracking by working in nonlinear

non-Gaussian environment [144] and feature extraction process helps in reduction of

data dimensionality.

Experimental results of the proposed tracking system show that this system is robust

in nature as it models the uncertainty in motion of the object under consideration and

shows improvement in the recognition and tracking performance compared to other

61
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techniques like Kalman Filter [145], Mean Kalman Filter [146], Unscented Kalman

Filter [147].

Any object tracking system involves the following sequence:

i. Feature Point Extraction or Feature Detection

ii. Feature Description

iii. Object Tracking

Here, Harris Detector has been used for corner point detection, RGB color model plus

GLOGTH for feature description and Particle Filter for object tracking.

4.2 PROPOSED TECHNIQUE

As discussed in Chapter 3, the biggest limitation of Kalman Filter is that it cannot be

used in nonlinear non-Gaussian environments and also fail to detect and track objects

which are occluded by other objects. To overcome this limitation, use of Particle Filters

has been made for object tracking. Before this, the process of feature extraction is

applied to detect moving objects in the foreground. This feature extraction process

takes place in two steps namely, Feature Detection and Feature Description. The Harris

Detector is used to extract feature points in the image. The RGB color model is then

combined with GLOGTH [148] is used to identify the target object in subsequent frames

based on appearance and color. The application of the Harris Detector reduces data

dimensions thereby reducing the computation time of the algorithm. The generalized

framework of the proposed system is shown in Figure 4.1.

Figure 4.1: Anomaly Detection using Particle Filter
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4.2.1 Feature Point Extraction or Feature Detection

Traditionally, the term detector has been used as a tool that extracts the various image

features from the images. A wide variety of feature detectors exist e.g. corner detector,

blob detector or edge detector [149]. These detectors are used to identify the local

points or features. The detected attributes or features are useful in image processing

& computer detection e.g. objects recognition, matching, alignment of images and

mosaicking applications.

Corners are the most local features in the images. In the video frames, corner points

play a major role as the variation in pixel intensity is maximum at these points. More-

over, these points are invariant to rotation angle change, scale change, change of visu-

alization angle and illumination changes. The operation of corner point extraction can

be used for data processing minimization without any loss of data.

The most common feature detectors are SUSAN [150], Kitchen-Rosenfeld [151],

Harris, KLT [152] and FAST [153]. In above mentioned intensity-based techniques,

Harris Corner Technique [135] is the best suitable algorithm for feature detection.

Table 4.1: Requirements of a Corner Detector

Sr.
No.

Requirements Good Corner
Detectors

Bad Corner
Detectors

1. Detection of all ”True Corners”

2. No Detection of ”False Corners”

3. Localization of all Corner points

4. High Repeatability Rate i.e., Better
Stability of Detector

5. Robust nature of detector w.r.t noise

Corner detectors have to satisfy several criteria as shown in Table 4.1. First, all true

corners should be detected. Second, no false corners should be detected. Third, the
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corner points should be well localized. Fourth, the most important property of a corner

detector should be its high repeatability rate. Fifth, the corner detector should be robust

with respect to noise and should be computationally efficient.

The Harris Detector

Features & interest points are calculated by a mathematical operator technique named as

Harris Corner Detector Algorithm. [135]. For reducing the computational complexity

and computation time and increasing the speed of the algorithm, this technique is simple

and robust. Due to the invariance of the detector to scaling, rotation and variation in

illumination changes, this technique is much better as compared to others. Thus, the

Harris corner detector outperforms the standard techniques for locating interest points

on an image.

4.2.2 Feature Description

The visualization features of image and video are expressed by feature descriptors.

Elementary characteristics like motion, texture and color of the object of interest in an

image or video sequence are defined by the feature descriptors. It can be defined as a

technique that takes an image as input and outputs its features in the form of special

feature vectors.

Several cues can be used for feature description which provides a series of infor-

mation that can help to distinguish the object of interest from other objects present

in the scene. The information obtained from the feature description is invariant even if

images are transformed. The most elementary features covered by the common descrip-

tors used in image and video processing are color, texture, shape, motion and location.

Some most commonly used feature descriptors are SIFT [154], SURF [155], MSER

[156], ORB [157], HOG, and HOF [158].

The RGB color model combined with GLOGTH has been used as the feature de-

scriptor.

i. RGB Color Descriptor

Color is a basic feature for image representation and is invariant to the scaling,

translation and rotation of an image. The human eye is sensitive to colors and

color features are one of the most important elements enabling humans to rec-

ognize images. Color features are fundamental characteristics of the content of

images. Color features can sometimes provide powerful information for catego-

rizing 64 images and they are very useful for image retrieval [159]. Therefore,
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color-based image retrieval is widely used.

Color is what different objects reflect and their wavelengths entering one’s eyes

depict the type of color one can see. Color is the characteristic of ethnic vi-

sual perception described through color categories including names such as red,

yellow, purple and blue. This understanding of coloration derives from the ex-

citement concerning cone cells among the human sight using electromagnetic

radiation in the spectrum of light. Color categories and physical specifications

of colour are also associated with objects, materials, light sources etc. based on

their physical properties such as light absorption, reflection and emission spectra.

The colors perceived of objects are the results of interactions between the various

frequencies of visible light waves and the atoms of the materials that objects are

made of. Many objects contain atoms capable of either selectively absorbing, re-

flecting or transmitting one or more frequencies of light. The frequencies of light

that become transmitted or reflected to one’s eyes will contribute to the color that

one perceives.

Color detection in image processing [160] is detecting a particular colored

object in the image. In the case of videos, color detection is applied to the frames

taken from the video. Tracking a particular colored car in traffic can be of great

benefit and will detect the object separating the rest of the background from that

particular color or neglecting the rest. But color detection has got nothing to do

with motion. It will detect the particular colored object whether in motion or

stationery.

For applying color detection to a video frame, first of all, the video frames

need to be converted into a grey scale image from the colored image. Then the

grey sale image is subtracted from the colored image depicting dimensions of

that particular color that needs to be detected such as to extract red component

from RGB image, one can use the function ’rgbimage(:,:,1)’. The resultant image

holds only that colored component which is to be detected. But, due to subtraction

some noise gets introduced into the image which is to be removed by using a noise

filter such as a Median Filter. Now the grey scale image is converted to the binary

image. This has a benefit as luminance points greater than are assigned value 1

and luminance points less than one are assigned value 0. To detect all red colored

objects in an image, the labels of all the connected objects in the image need to

be collected under one heading for further operation.The number of components
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that can be connected under one label can be 4, if mentioned or by default, the

value assigned is 8. This is done by using the MATLAB function ’bwlabel’.

The next step is to match the dimensions of the labels of the connected objects

with connected properties i.e. position, dimensions etc. Once the position of that

particular colored object is obtained, mark the object on the image (colored one)

by drawing a shape according to the size of the object whichever suits best. The

shape can be a circle or rectangle. This is done by using the MATLAB function

’drawcircle’ or ’drawrectangle’. The program is dynamic as it can detect any

color on that image by simply changing the dimensions of the color that needs to

be detected and can be modified to detect any color of choice.

ii. Global and Local Oriented Gabor Texture Histogram Feature Descriptor

Global and Local Oriented Gabor Texture Histogram or GLOGTH is a feature

descriptor that is often used to extract features from image data. It is widely used

in computer vision tasks for object detection. The GLOGTH descriptor focuses

on the structure or the shape of an object. In the case of edge features, one can

only identify whether the pixel is an edge or not. GLOGTH can provide the edge

direction as well. This is done by extracting the gradient and orientation (or one

can say magnitude and direction) of the edges.

Additionally, these orientations are calculated in ‘localized’ portions. This

means that the complete image is broken down into smaller regions and for each

region, the gradients and orientation are calculated.

Finally, the GLOGTH would generate a Histogram for each of these regions

separately. The histograms are created using the gradients and orientations of

the pixel values. Therefore, the algorithm has been named ‘Global and Local

Oriented Gabor Texture Histogram’.

The basic steps of the process for implementation of the GLOGTH descriptor are-

a. Pre-processing the data

Preprocess the image and bring down the width-to-height ratio to 1:2. The

image size should preferably be 64×128. This is because the image will be

divided into 8×8 and 16×16 patches to extract the features.

b. Calculating Gradients

The next step is to calculate the gradient for every pixel in the image. For

this take a small patch from the image, get the pixel values for this patch
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and generate the pixel matrix for the given patch as shown in Figure 4.2.

Figure 4.2: Pixel Matrix Generation

To determine the gradient (or change) in the x-direction, subtract the value

on the left from the pixel value on the right. Similarly, to calculate the

gradient in the y-direction, subtract the pixel value below from the pixel

value above the selected pixel. The same process is repeated for all the

pixels in the image.

c. Calculate the Magnitude and Orientation

Determine the magnitude and direction for each pixel value. Apply the

Pythagoras Theorem to calculate the total gradient magnitude

Total Gradient Magnitude =

√[
(Gx)

2 +
(
Gy
)2
]

(4.1)

where Gx and Gy are gradients in x and y directions respectively. Figure 4.3

shows the total gradient magnitude.

Figure 4.3: Total Gradient Magnitude

Next, calculate the orientation (or direction) for the same pixel using the

formula

tan(Φ) =
Gy

Gx
(4.2)
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Hence, for every pixel value, the total gradient (magnitude) and the orien-

tation (direction) have been obtained. Next, it is needed to generate the

histogram using these gradients and orientations.

d. Create Histograms

A histogram is a plot that shows the frequency distribution of a set of con-

tinuous data. Take the angle or orientation on the x-axis and the frequency

on the y-axis. To generate histograms, take each pixel value, find the ori-

entation of the pixel and update the frequency table. The process has been

explained in Figure 4.4 by taking an example for the highlighted pixel (85).

Since the orientation for this pixel is 36, add a number against the angle

value 36, denoting the frequency of that angle value.

Figure 4.4: Histogram Generation

The same process is repeated for all the pixel values and it ends up with a

frequency table that denotes angles and the occurrence of these angles in the

image. This frequency table can be used to generate a histogram with angle

values on the x-axis and the frequency on the y-axis.

e. Normalize Gradients

Since different images may have different contrast, contrast normalization is

done on the histogram vector within a block using the formula in Equation

(4.3).

L2-norm : f =
v√

|v|22 + s2
; L1-norm : f =

v
|v|1 + s

; L1-sqrt =
√

v
|v|1 + s

(4.3)
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where, v be the non-normalized vector containing all histograms in a given

block, |v|k be its k-norm for k = 1,2 and s be some small constant.

Finally, a descriptor is assigned to each detector window. This descriptor

consists of all the cell histograms for each block in the detector window.

The detector window descriptor is used as information for object recognition

[161].

4.2.3 Object Tracking

In computer vision tools, object tracking is one of the important domains of research

analysis. The exact location of moving objects at varying times is done by information

technology using different rolling cameras. The tracking of moving objects and videos

can be analyzed using many frames. There are some applications of object tracking like

editing of videos [162], traffic controlling [163], image/video compression, tracking,

surveillance, augmented reality [164] etc. A lot of data is contained in the video which

makes video tracking a time taking process as compared to image processing. The tar-

get objects are to be tracked in the consecutive video frames. This is the main objective

of video tracking. When objects are moving fast as compared to frame rate then it is

difficult to achieve tracking. The second challenge is when orientation changes with

respect to time. In such complex cases, one can define a motion model which would

describe the change in motions of objects for video tracking systems. In video track-

ing, different techniques are used for analyzing frames of output target and proposed

video frames. A lot of algorithms are used to track the video. Each algorithm has its

advantages and disadvantages. In a visual tracking system, following techniques [165]

are used as a major component of the process:

i. Target definition and localization

To identify the moving objects, many methods are used as a tool for targeting the

objects. The computational time & complexity for such a technique is the least.

These techniques are further clssified into following types of algorithms:

a. Kernel-Based Tracking (Mean-shift Tracking) [166]

The mean-shift algorithm is an efficient approach to tracking objects whose

appearance is defined by histograms (not limited to only colors)

b. Contour Tracking [167]

It is also known as border following or boundary following. Contour track-

ing is a technique that is applied to digital images in order to extract their
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boundary. This method iteratively progress a primary contour in the previ-

ous frame to its new position in the current frame.

ii. Filtering and Data Association

These techniques are used for evaluating different hypotheses, starting informa-

tion of objects or scenes and the moving speed of the object. These algorithms

are used in complex motion object location & detection as they track the objects

behind obstructions.Thus their computational time & complexity are much higher

than other algorithms.The following algorithms are used for filtering:

a. Kalman Filter

These filters are more effective for detecting motion. A linear function named as

Bayesian function is used as a filter for removing Gaussian noise. It is a much

more efficient algorithm, as in a single measurement, one can estimate the number

of unknown variables that are produced from noise and inaccuracies of measure-

ment. It can be operated for a long duration of time.

b. Particle Filter

This filter is used for non-Gaussian noise and nonlinear systems for state space

distribution systems.

Particle Filter for Object Tracking

There is various problem arising in image processing. Due to this Bayesian sta-

tistical interference occur in the image and signal. To resolve these problems,

Sequential Monte Carlo (SMC)methods or Particle Filters [168] are used. In

dynamical systems, partial observations are made due to estimating the internal

states creating filtering problems and the presence of random perturbations in

dynamic systems and sensors. The main objective of the applied Markov Pro-

cess is to calculate noise and some observations for removing noise. In the same

way, particle filtering is used to collect different sample for the distribution of

processes that produces noise. The noise distribution, non-linearity and partial

observation of particles can be defined by the state space model.

For state distribution or state space model, there are some assumptions re-

quired for generating the sample. This can be done using the Particle Filtering

Technique. The predication correction methods are used for updating in an ap-

proximation manner using Particle Filters. In this method, a set of particles are

used as sample distribution. Each particle has the same weight defined by the
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probability density function. In such types of filtering techniques, weight col-

lapse occurs due to weight disparity. It can be resolved using resampling. In the

resampling technique, new particles are introduced on negligible weight particles

on the other hand higher weights are replaced by those in proximity.

The optimal solution to the approximate model is provided by a Particle Filter

rather than that of the exact model provides an approximate solution. The deriva-

tion of the state space model is derived using the Monte Carlo Technique i.e. part

of Particle Filtering. In each & every step, noise estimation is measured in the

state of the system. For such a dynamic system, the state-space model can be

described as follows:

xt = a(xt−1,ut) (4.4)

and the measurement model is given by:

yt = b(xt ,vt) (4.5)

where hidden states xt and measurement data yt are assumed to be generated

by nonlinear functions a() and b() respectively of the state noise process ut and

measurement noise vt .

Steps of Particle Filtering

There are four steps for particle filtering initialization, time update, measurement

update and resampling:

(a). Initialization

In this step consider that N random particles are assigned and all assigned

particles have equal weights. Consider that object is moving in the two-

dimension plane and a particle moving in the plane is having both the co-

ordinate points. The parameter of the model is changed according to the

position and speed of the particle.

(b). Time Update

For achieving target dynamics, the particle sets are propagated in a particular

direction according to the process model. This process occurs after particle

set initialization.
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For each Particle, the first step is a prediction

xi
t+1 = ft(xi

t)+wt(xi
t) (4.6)

where xi
t+1 is the Bayesian estimate at time t + 1, f is a non linear time-

varying function for the state xi
t+1, wt(xi

t) is a mutually independent se-

quence with a known probability density function and is called the impor-

tance weight. As the growth of particles increases, approximation error de-

creases.

(c). Measurement Update

For updating the particle weight value, the Probability Density Function

(PDF) is used which is based on measurement techniques. The weights are

adjusted using the measurement.

Weights before adjustment

ŵi
t+1 = wi

t p
(

yt

xi
t

)
(4.7)

p
(

yt
xi

t

)
is the filtering probability density.

Weights after adjustments

wi
t+1 =

ŵi
t+1

α
(4.8)

Here α =
N

∑
i=1

ŵi
t+1 (4.9)

In the above equations, it is observed that the particles will lose weight when

they are far away from the true object state. Similarly, the particles will gain

weight when they are near the true object state.

(d). Resampling

Compute an estimate of effective number of particles as

Ne f f =
1

∑
N
i=1 (w

i
t+1)

2 (4.10)

when Ne f f falls below a certain threshold value the resampling process is

done. Since the resampling process is performed in each case in a particle

filter, accuracy increases. Normally2N
3 or 3N

4 threshold values are taken into

account to process.
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Several approaches are used for resampling. Out of these approaches, systematic re-

sampling is most commonly used due to certain advantages. In this technique, particle

weights are updating their speed and position every time accordingly. After updating

this information, a random number is generated for every new sample. The process is

repeated again & again so that value is updated regularly. The process is repeated 100

times to find the exact path of the object. In the first iteration, particle weights are going

to 1
N times of original weights.

The random number is generated when the resampling technique is applied in such

cases. In such cases, only a single valued function is obtained for getting an optimal

solution as a single particle is picked up. After some iterations, the particles are again

subdivided into subsets. The particles go to an estimated state if further divided into

more parts.

This condition is worst when particles go into an estimated state. To avoid this state,

the mean is calculated so that it will go to the new estimated state of an object. In the

current scenario, extensive research has been carried out based on this concept.

4.3 SIMULATION RESULTS

In this section, the performance of the proposed modified particle filter is evaluated

by using MATLAB R2016a as a working platform and applying the technique on the

Dataset 2. This dataset comprises of a video in which multiple cars are moving at non

uniform speed against a dynamic background and the aim is to detect and track all the

red colored cars.

Figure 4.5a shows the failure of Kalman Filter in tracking multiple objects moving

at non uniform speed. Figure 4.5b shows the successful tracking of the red colored cars

on appying modified Particle Filter. The figures indicate that in the dataset where the

Kalman filter failed to detect cars moving at nonlinear speed and was changing direction

abruptly, the Particle Filter was successful in tracking the red-colored colors.

The performance evaluation of the proposed technique is carried out by calculating

the values of precision, recall and F score and then by comparing these values with the

work carried out by Komagal et al. [140]. Table 4.2 compares the values of precision,

recall and F score of the proposed technique with that of the classical Kalman Filter and

the Hungarian Kalman Filter [140] as shown below.
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(a) Tracking Results on Applying Kalman Filter

(b) Tracking Results on Applying Particle Filter

Figure 4.5: Tracking Results of Kalman and Particle Filter

Table below compares the proposed technique which combines Particle Filter, RGB

color and GLOGTH feature descriptor with the Kalman Filters. The proposed work

shows more accuracy as it is not only capable of handling partial occlusions and poor

illumination environments but is also robust when the texture features of vehicles are

similar. The algorithm proposed by Komagal et al.[140] shows poor performance under

these conditions.

Table 4.2: Performance Comparison of GLOGTH Particle Filter with Hungarian Kalman on
Dataset 2

Methods Precision Recall F Score
Classical Kalman [140] 0.9682 0.9714 0.4772

Hungarian Kalman [140] 0.9689 0.9696 0.4872

GLOGTH+Particle Filter (proposed) 0.9711 0.9724 0.5121

Figure 4.6 gives the comparative analysis of the modified Particle Filter in the form of

a bar graph. The above figure indicates that the proposed work combining the Particle

Filter with the GLOGTH feature descriptor outperforms the classical Kalman and the

Hungarian Kalman Filter proposed by Komagal et al.[140].
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Figure 4.6: Comparative Analysis of Modified Particle Filter

Komagal et al.[140] modified the Kalman Filter by combining it with the Hungarian

algorithm. This removed the drawback of classical Kalman Filter of not being able to

track objects in the nonlinear non-Gaussian environment yet it suffers from the draw-

back of using additional tracking points in the moving object region which serve as

a representative of each object or vehicle that is detected. The use of these additional

points makes the algorithm take more computational time and also reduces its efficiency

and accuracy.

The proposed Particle Filter on the other hand combines the virtues of three ver-

satile techniques namely, the Particle Filter, the GLOGTH Feature Descriptor and the

Color Feature Descriptor. Particle Filters show good results in nonlinear non- Gaussian

environment. They model the partially available information from samples. This en-

ables the tracker to track the objects even in the case of partial occlusion. Color features

are robust to changes in orientation and size of image and GLOGTH is robust to illu-

mination and pose variation. The three techniques when combined give excellent result

in tracking multiple objects moving at nonuniform speed against dynamic background

where there might be a probability of partial occlusion.

The Modified Particle Filter though overcame the limitations of Kalman Filter by

successfully tracking moving objects in a nonlinear non-Gaussian environment, still

they suffer from some major drawbacks. The Particle filters fail to track objects that

are fully occluded by other objects. This possibility of the object of interest getting

occluded by another object is highest in video datasets with high dimensionality that is

in video datasets that capture crowded scenes. Moreover, they require a higher number

of particles to represent the posterior volume of the object state. Thus, they suffer from

heavy computing cost.
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(a) Original Video Dataset Depicting Crowded Scenario

(b) Tracking Results Obtained on Applying Particle Filter to Track People Wearing Red Colored Clothes

Figure 4.7: Original video and tracking results of modified particle filter

Also, at each resampling step, noise particle are also resampled. This leads to degra-

dation of original signal. In Particle Filters, the samples with high weights are carried

forward while those with negligible weights are neglected. After a few iterations the

entire weight is concentrated on only a few particles. Since, the prediction success

of Particle Filters depends on the number of particles, therefore, few leftover particles

decreases the success rate of the Particle Filter. This problem is called the sample im-

poverishment or the particle degeneracy problem [169].

The results obtained by applying Particle Filter to a crowded video dataset are shown

in Figure 4.7a and 4.7b.

The above dataset captures a crowded scenario where the aim is to track people
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wearing red-colored clothes. The results obtained on applying the Particle Filter to the

above dataset indicate that Particle Filters are only able to track two people wearing

red-colored clothes as they are not occluded by any other person or object. It fails to

track the third person who has been partially hidden because of the black-colored bag

and has also been occluded by other people. Thus, it can be said that particle filters fail

to provide successful tracking in crowded scenarios.

4.4 RESULTS AND DISCUSSION

This chapter deploys the Particle filter for tracking the target object. Before applying

the tracker algorithm, the Harris detector is again deployed to achieve dimensionality

reduction. Now instead of utilizing only the GLOGTH feature descriptor, this chapter

deploys GLOGTH combined with a color descriptor to extract features and identify the

target object. The red squares in Figure 4.5b depict how GLOGTH combined with color

descriptor can identify only cars and that too only the red colored cars from a scene

consisting of a wide variety of objects like pedestrians, traffic poles and multicolored

cars. Once the target object has been identified, the Particle Filter is deployed to track

the target. The well-defined direction of the yellow arrows in Figure 4.5b shows that the

particle filter can successfully track objects in a nonlinear non Gaussian environment.

Once the Particle Filters showed good tracking results on Dataset 2 the work was

extended to evaluate the performance of the Particle Filter on a dataset that depicted

high dimensional data such as a dense crowd of people at a fair or a historical monument

where the object of interest might be partially or fully occluded by another object. Such

a situation is depicted in dataset 3 as shown in Figure 4.7a. Here the aim was to track

people wearing red colored clothes. The red bounding boxes in Figure 4.7b show how

the color descriptor combined with the GLOGTH descriptor was able to differentiate

the people wearing red-colored clothes from all the other objects in the scene but on

the application of the Particle Filter to track those persons, the Particle Filter was able

to track only those persons who were not occluded or were very partially occluded by

any other object. This is because with the Particle Filter approach the system can model

the partially available information from samples which gives a higher chance for the

tracker to track the objects even in the case of partial occlusion. However, the Particle

Filter failed to track the person who was fully or very much occluded by another object

[170].
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4.5 CONCLUSIONS

The conventional Particle Filters have been combined with GLOGTH and color feature

descriptor for object detection and tracking. Particle Filter is one of the representatives

of generative tracking algorithm. Particle Filters have been used widely in the tracking

problem. Particle Filter algorithm has the advantage of simplicity and flexibility. It is

easy to handle non-Gaussian and multimodality system model. The classical Particle

Filter usually adopts the dynamic model with global information. Regardless of whether

the target is blocked or deformed, it treats the target as a whole. This leads to the neglect

of the local information of the target. When the target is partially occluded and local

appearance of it changes, Particle Filter algorithm cannot accurately track the target.

During the above analysis, it has been observed that the Particle Filters show good

results in a nonlinear non-Gaussian environment thereby overcoming the limitation of

Kalman Filters. Moreover the Particle Filter is combined with color feature descriptor

which being scale and rotational invariant have showed robustness to partial occlusion

and is computationally efficient.

The Particle Filters also suffer from certain drawbacks although they are much ef-

ficient than the Kalman Filters. If the target object is completely or much occluded by

another object, then the Particle Filter fails to track the occluded target. Thus, Basic

Particle Filters give poor results in tracking objects in crowded video sequences where

there is a possibility of the target object getting occluded. Moreover, Particle Filter

(PF) tends to suffer from heavy computing costs because it requires a higher number

of particles to represent the posterior volume of the object state. They also suffer from

Bootstrap Particle Problem [171]. This problem arises because noise particles are also

resampled at each resampling step of the algorithm. This leads to poor performance of

the filter.

Particle Filter methods involve a mandatory resampling procedure that eliminates

the particles that become redundant and multiplies the ones that contribute most to the

resulting approximation. After some time the complete weight is concentrated on only

a few particles. This will affect our estimation or tracking process as the particles will

converge too soon. This is known as sample degeneracy or impoverishment [169].

Hence, the experimental results demonstrate that the proposed algorithm can track

the moving objects well under illumination changes, partial occlusion and moving back-

ground but it fails in high dimension dataset consisting of large crowds where the object

of interest is fully occluded.



Chapter 5

BRANCHING PARTICLE FILTER
BASED ANOMALY DETECTION

5.1 INTRODUCTION

The main objective of moving object detection techniques is to find out exact path of
the object in a plane. The region of interest or object of interest in a video is tracked by
moving object tracking algorithm for analyzing its behavior in an optimum manner.

Figure 5.1: Anomaly Detection in Videos

In the tracking of moving object, there are three steps to follow. In the first step,
region of interest is calculated for objects that are in motion in the video. This process
is known as motion detection [1]. The second step is known as object tracking [172].

79
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It is used to track the selected object. The analysis of movement of object to study
its behavior is done with third step. The third step finds application in abnormality
detection or crowd behavior detection or violent behavior detection [173]. Figure 5.1
shows the block diagram for anomaly detection in videos.

Keeping in view the vast applications of moving object tracking and detection in
all walks of life, be it domestic or commercial, sports or national security, tremendous
research work has been done in this field over the years. A number of methods and
approaches are available to track moving objects in a video. The most commonly used
being Kalman Filter, Particle Filter, MHT, Template Matching [174], Mean Shift, Cam-
Shift SVM [175] and many more.

There are various merits & demerits of each technique. For stable & linear system
having Gaussian noise, Kalman Filters are preferred over others. Particle Filters show
good results in nonlinear non Gaussian environment thus overcoming the limitations of
Kalman Filters but Particle Filters show poor results in crowded scenes with dynamic
background.

As cocluded in Chapter 4, the Particle Filters suffer from a few limitations. Due
to the resampling step added in Particle Filters, two problems arose. First, at each
step, noise particles are also resampled leading to an increase in the noise effect on
the system. Second, in resampling step, the particles with higher weight are carried
forward and those with lesser weights are removed. After a few iterations it is observed
that particles with higher weight simply crumple into one, leading to a decrease in the
diversity of particles thereby diminishing the accuracy of approximation. This is called
the problem of particle degeneracy and impoverishment [169].

The current study describes a new method of tracking a single moving object in a
video using Branching Particle Filter [109, 110, 111] for providing precision in tracking.
The various performance parameters like accuracy & computational time are optimized
by Branching Particle Filter.

5.2 METHODOLOGY

This section elaborates the technique of detecting abnormal behavior in video frames
by the process of tracking. Here the tracking has been performed by using a new class
of filters called the Branching Particle Filters. These filters come under the n- class of
Bayes Filter [176] which use the concept of ”prediction”. Thus, the normal activity
of the object of interest is predicted in the next frame and any deviation between the
observed and predicted behavior is considered as abnormal. The process of tracking
involves the usual steps of moving object detection and tracking followed by anomaly
detection.
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Figure 5.2: Tracking and Anomaly Detection using BPF

Steps involved in anomaly detection using object tracking

i. Moving Object Detection

ii. Feature Detection and Extraction

iii. Tracking

iv. Anomaly Detection

Figure 5.2 shows the process of tracking and anomaly detection using BPF.

5.2.1 Feature Detection using Harris Detector

The Harris Corner Detection Technique [135] has been employed to detect feature
points in the images. The Harris Corner Detector is a mathematical way of determin-
ing points in the images where there is maximum variation in intensity, gradient and
other local features. Feature descriptors when applied at these points show extreme
variations in intensity texture and brightness etc. which can be used to identify and
locate the object of interest in each frame of the video sequence. Thus, corner points
are good tracking points. The detailed algorithm of Harris Detector has already been
explained.[135]

5.2.2 Feature Description using Optical Flow

Optical flow is the pattern of apparent motion of various objects, surfaces and edges in
a visual scene which is caused by the relative motion between an observer (an eye or a
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camera) and the scene . The concept of optical flow was introduced by the American
psychologist James J. Gibson to describe the visual stimulus which is provided to an-
imals moving through the world [1]. Gibson stressed on the importance of optic flow
because of its ability to discern possibilities for action within the environment. Gibson’s
ecological approach to psychology demonstrated the role of the optical flow stimulus
for the perception of movement of the observer in the world, perception of different
shapes, distance and movement of objects in the world and the control of motion. The
term optical flow is also used by robocist, encompassing related techniques from image
processing and control of navigation which includes motion detection, object segmen-
tation, time-to-contact information, focus of expansion calculations, luminance, motion
compensated encoding and various stereo disparity measurement. Figure 5.3 depicts
the concept of optical flow pictorially.

Figure 5.3: Concept of Optical Flow [1]

Optical Flow Estimation
Sequence of ordered images allows the estimation of motion as either instantaneous im-
age velocities or as discrete image displacements. Fleet and Weiss [177] introduced the
concept of gradient based optical flow. Barron, Fleet and Beauchemin [178] provided
a performance analysis on a number of optical flow techniques. It emphasizes on the
accuracy and density of different measurements.

For every location in image, optical flow method calculates motion between any
two consecutive frames with respect to time i.e. time taken between t and t+∆t. Method
uses differentials based on Taylor series expansion and uses partial derivatives in time
and space coordinates of image. The intensity I(x, y, t) moved by distance be ∆x, ∆y
and ∆t between two image frames for a point in 2- dimension is given as:

I(x,y, t) = I(x+∆x,y+∆y, t +∆t) (5.1)
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Taking movement to be very small and expanding the R.H.S of Equation (5.1) using
Taylor series:

I(x+∆x,y+∆y, t +∆t) = I(x,y, t)+
δ I
δx

∆x+
δ I
δy

∆y+
δ I
δ t

∆t +H.O.T. (5.2)

where,
δ I
δx ,

δ I
δy and δ I

δ t are the derivatives of the image. Neglecting the higher order terms and
substituting Equation (5.2) in Equation (5.1), it follows:

δ I
δx

∆x+
δ I
δy

∆y+
δ I
δ t

∆t = 0 (5.3)

Dividing throughout by ∆t

δ I
δx

∆x
∆t

+
δ I
δy

∆y
∆t

+
δ I
δ t

∆t
∆t

= 0 (5.4)

Above equation results in

δ I
δx

Vx +
δ I
δy

Vy +
δ I
δ t

= 0 (5.5)

where, Vx, Vy are the x and y components of the velocity respectively or optical flow of
I(x,y, t).
δ I
δx ,

δ I
δy and δ I

δ t can also be written in the form of derivatives as Ix , Iy and It .
Thus:

IxVx + IyVy =−It (5.6)

This is an equation in two unknowns and cannot be solved as such. This is commonly
known aperture problem in the optical flow algorithms. To find the optical flow, one
more set of equations is needed which is to be given by some additional constraint.
All optical flow methods introduce some additional conditions for estimating the actual
flow under optical flow.

Motion Detection by Lucas–Kanade Method
In computer vision, the Lucas–Kanade method [179] is a popularly used differential
method for optical flow estimation which was developed by B.D. Lucas and T. Kanade.
This method assumes that the flow is essentially constant in a local neighbor-hood of the
pixel under consideration and solves the basic optical flow equations for all the pixels
in that neighborhood, by the least square criterion.

By combining information from several nearby pixels, Lucas–Kanade method often



5.2 METHODOLOGY 84

resolves the inherent ambiguity in the optical flow equation. It is also less sensitive to
image noise than point-wise detection methods. But on the other side, since this is a
purely local method, it cannot provide any flow information about objects in the interior
of uniform regions of the image.

Under Lucas-Kanade method it is assumed that the displacement among nearby
pixels of a image is very little and is considered as almost constant with a neighboring
point. Optical flow equation should also work well for all the pixels which all are within
the region of center point. The velocity vectors (Vx, Vy) must satisfy the equation-

Ix(q1)Vx + Iy(q1)Vy =−It(q1)

Ix(q2)Vx + Iy(q2)Vy =−It(q2)

. . . . . . . . .

. . . . . . . . .

. . . . . . . . .

Ix(qn)Vx + Iy(qn)Vy =−It(qn)

(5.7)

where q1, q2, . . . , qn are depicting pixels which are located inside the window. The
equations can also be transformed into matrix form i.e., AV = b, in which

A =



Ix(q1) Iy(q1)

Ix(q2) Iy(q2)

.. ..

.. ..

.. ..

Ix(qn) Iy(qn)


,

V =

[
Vx

Vy

]
,

b =



−It(q1)

−It(q2)

..

..

..

−It(qn)


,

(5.8)

As compared to the number of unknowns, the system has more number of equations.
This problem is solved by taking least square criterion and it solves the matrix by mul-
tiplying the transpose of matrix A on both the sides of the equation AV = b.
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Thus:

AT AV = AT b (5.9)

or

V = (AT A)−1AT b (5.10)

in which AT is the transpose matrix. It computes:[
Vx

Vy

]
=

[
∑ Ix(qi)

2
∑ Ix(qi)Iy(qi)

∑ Iy(qi)Ix(qi) ∑ Iy(qi)
2

]−1[
∑ Ix(qi)It(qi)

∑ Iy(qi)It(qi)

]
(5.11)

where Ix(qi), Iy(qi) and It(qi) are the partial derivatives of the image I with respect
to position x, y and time t evaluated at the point qi and at the current time and the
summation is running from i=1 to n.
Weighted Window
Under least square criterion all pixels are given equal importance or weightage but an
edge or more weights should be assigned to pixels which are near to the central pixel.
To deal with that, a weighted version of least square criterion is created.

ATWAV = ATWb (5.12)

or

V = (ATWA)−1ATWb (5.13)

In which W is weight diagonal matrix of n×n, which computes[
Vx

Vy

]
=

[
∑wiIx(qi)

2
∑wiIx(qi)Iy(qi)

∑wiIy(qi)Ix(qi) ∑wiIy(qi)
2

]−1[
−∑wiIx(qi)It(qi)

−∑wiIy(qi)It(qi)

]
(5.14)

These weights are set to be as a Gaussian function of distance between neighbouring
pixels and central pixel. In order for equation AT AV = AT b to be solvable, AT A should
be invertible, or eigen values of AT A should satisfy λ1 ≥ λ2 > 0. To avoid noise issue,
usually λ2 is required not to be too small. Also, if λ1/λ2 is too large, this means the
central pixel is on an edge and this method suffers from the aperture problem. So, for
this method to work properly, the condition is that, λ1 and λ2 should be large enough
and have similar magnitude. This condition also holds true for Corner detection. This
observation shows that one can easily tell which pixel is suitable for Lucas–Kanade
method to work on by inspecting a single image. One main assumption for this method



5.2 METHODOLOGY 86

is that the motion is small (e.g. less than 1 pixel between two images). If the motion
is large and violates this assumption then the problem can be solved by reducing the
resolution of images first and then applying the Lucas-Kanade method.

Algorithm for Motion Detection

Step 1: Input video and detect Harris corners on which Lucas Kanade method is to be
applied and then load its two consecutive frames.

Step 2: Resize both the frames entered in step1 by first doubling their precision and then
reducing their size to half.

Step 3: Apply Lucas Kanade method on both the frames by finding Ix, Iy and It for every
point by using ”convolution2” function.

Step 4: Now get A in matrix form such that A= [IxIy].

Step 5: Now velocity vector is calculated i.e., V= (AT A)−1AT b, where b = -It .

Step 6: These velocity vectors calculated in step above are downsized.

Step 7: Velocity vectors are plotted on second frame by using quiver plot starting position
from change in first image and ending on second.

5.2.3 Tracking using Branching Particle Filter

A new class of Bayesian Filters [110, 111] called the Branching Particle Filters has been
deployed in this chapter for object tracking. The Branching Particle Filters are designed
to reduce variances but with different updating schemes. For the Branching Particle Fil-
ters, the updating is via branching in small time steps. Precisely, at each time step, each
existing particle will die or give birth to a random number of offspring proportional to
the weight. Particles that stay on the right tract (represented by heavy weights) are ex-
plored more thoroughly while particles with unlikely trajectories/positions (represented
by little weights) are not carried forward uselessly.

A generic Particle Filter is studied by variation of the resampling process. In this
process, the weakest sample is eliminated instead of the multiplication of the fittest
sample. The genetic algorithm is used for reproducing from the fittest parents. This
technique is used for replacing negligible weights.

In this technique, a partial resampling process occurs in place of full resampling
for long time duration and a proper ratio of weight is allowed. In another case, when
no resampling occurs, Weighted Particle Filters are used and weights may fluctuate
accordingly. Similarly, in other extreme conditions, Branching Filters are used as an al-
ternative to Particle Filters when full resampling occurs. This is the integrated method
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for residual resampling or combined PF. A changing rate of resampling occurs that
would provide the effectiveness of compatibility between weighted variance increases
& resampling noise whenever Branching Filters are used. The uniform random vari-
ables

{
UK

n
}

described by Branching Particle Filters and the branching variables
{

ρK
n
}

are obtained from BPF Filters. These variables are separated in two different manners.
The Markov process is given as

{
SN

n ,n = 0,1, ...
}

, It approximates the un-normalized
filter {σn,n = 0,1, ...} in terms of the calculations as given below:{

Xk
O

}N
k=1 are independent samples of πO,NO :=N,Nn := 0,Lk

O := 1 for k:=1,. . . . . . N
and all n ∈ N

1 Weight by observation:

L̂K
n+1 = αn+1(Xk

n )L
k
n f or k := 1,2, .....Nn (5.15)

2 Evolve Independently:

QY (X̂k
n+1 ∈ Γk∀k|FX

n ∨FU
n+1) = Π

Nn
k=1K(Xk

n ,Γk)∀Γk (5.16)

3 Estimate:

αn+1 by; SN
n+1 =

1
N

Nn

∑
k=1

L̂K
n+1δ X̂K

n+1 and πn+1( f ) by
SN

n+1( f )

SN
n+1(1)

(5.17)

4 Average Weight

An+1 = SN
n+1(1) (5.18)

Repeat (5.17 to 5.18) : for k =1,2. . . . . . do

5 Resampling Case:

L̂K
n+1 ∈ (αnAn+1,bnAn+1) then (5.19)

a Offspring Number

Nk
n+1 =

[
L̂K

n+1

An+1

]
+ρ

k
n+1 with ρ

k
n+1a

(
L̂K

n+1

An+1
−

[
L̂K

n+1

An+1

])
−Bernoulli

(5.20)

b Resample:

L̂
Nn+1+ j
n+1 = An+1, X

Nn+1+ j
n+ = X̂k

n+1 f or j = 1, . . . . . . ,Nk
n+1 (5.21)
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c Add Offspring Number:

Nn+1 = Nn+1 +Nk
n+1 (5.22)

6 Non-resample Case: If

L̂K
n+1 ∈ (αnAn+1,bnAn+1) then Nn+1 =N(n+1)+1, L

N(n+1)
n+1 = L̂K

n+1,X
Nn+1
n+1 = X̂k

n+1

(5.23)

To avoid excess noise the estimated samples are extracted before the resampling
process. In an unbiased manner new number of weights LNn+1

n+1 and particles Nn+1 are
determined by the step 5 & 6 steps of the algorithm. In this algorithm, splitting particles
is determined by step 5 & for the kth particle, the prior weight L̂K

n+1 becomes extreme
and beyond this residual style, branching is done. Since parents are at the same locations
for having the average weights become zero in the given conditions. In step 6, run the
weighted particles as there is no extreme condition for prior weight LKn+1. The extreme
condition is determined in this class of algorithms for flexibility.

The proposed technique is used for duplicating and killing unlikely particles without
biasing the particles in steps 3 to 5 but the total mass of particles and expected number
of particles remain constant.

5.3 SIMULATION RESULTS OF BPF TRACKING

Different video datasets are used in this chapter for demonstrating the proposed tracking
scheme effectively and robustly. Figure 5.4 gives the 108th frame out of the 110 frames
of the video sequence called as KTH dataset (simple walk).

Figure 5.4: KTH Dataset, Simple Walk
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The video sequence is that of a man walking at a constant speed in a single direction,
with a static background. The results obtained after applying BPF to this dataset are
shown in Figure 5.5.

Figure 5.5: Tracking Performed on KTH Simple Walk Using BPF

Figure 5.6 depicts the frame of the video sequence KTH dataset (random walk) in
which a man is walking in a dynamic or changing background. At different instances
in the video, the person is occluded once by another person and once by a pole.

Figure 5.6: KTH Dataset, Complex Walk

The performance of the proposed Branching Particle Filter is evaluated by applying
BPF to this dataset. The results so obtained are shown below in Figure 5.7. The results
obtained clearly show that even though in the first frame the target person is occluded
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by a pole and in the second, he is occluded by another person yet the BPF does not lose
track. It continues to track the correct target efficiently. It is now clear from these results
that BPFs perform well in video scenes with dynamic background and also where the
target object suffers occlusions. Hence, BPFs can be successfully applied to a high-
dimensional system such as a crowded scene.

Figure 5.7: Tracking Performed on KTH Complex Walk using BPF

To prove this, the BPF is now applied to a third dataset called the UMN dataset
(outdoor scene). The video consists of a crowd of people walking randomly outdoors.
At different instances of time, the people are partially or fully occluded by each other.
Figure 5.8 shows the original UMN dataset at different instances i.e. different frame
numbers.

Figure 5.8: UMN Dataset, Outdoor Scene

The results obtained after applying the BPF to the UMN dataset are shown in Figure
5.9. As is evident from the figure, the Branching Particle Filter is successfully able to
track each and every person in the crowded video scene where there is high probability
of one person being occluded by another even at the time of panic or abnormal behavior.
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Figure 5.9: Tracking Performed on UMN Outdoor Scene using BPF

Comparison of Tracking Performance of the Modified Kalman Filter, Modified
Particle Filter and Branching Particle Filter

The following parameters are chosen to evaluate and compare the tracking perfor-
mance of the three filters namely the Modified Kalman Filter, the Modified Particle
Filter and the Branching Particle Filter:

Detection Rate
This parameter is used for the measurement of the percentage of true targets detected.
It may be defined as the ratio of the number of outliers detected to the total number of
outliers in data.

Figure 5.10: Comparison of Detection Rate of Modified Kalman Filter, Modified Particle
Filter, and Branching Filter

The bar graph in Figure 5.10 compares the detection rate achieved by the proposed
Branching Filter with the Modified Kalman and Modified Particle Filters as obtained in
Chapter 3 and 4. The Kalman filter can detect anomalies at the rate of 80% approxi-
mately. The Particle Filter can achieve a better detection rate of 82% as compared to the
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traditional Kalman Filters. The Branching Particle Filters outperform the two filters by
achieving a detection rate as high as 98%. It means Branching Filters are more effective
as compared to other tracking methods for anomaly detection.

Accuracy
Accuracy is the most intuitive performance measure and it is simply a ratio of correctly
predicted observation to the total observations.

Figure 5.11: Comparison of Accuracy of Modified Kalman Filter, Modified Particle Filter, and
Branching Particle Filter

The bar graph in Figure 5.11 compares the accuracy of the three filters under con-
sideration. Whereas, the Branching Filter achieves accuracy as high as 98 %, the other
two filters namely, Kalman and Particle Filters can accurately detect anomalous activi-
ties at 82% and 84% respectively.

RMSE
RMSE measures how much error there is between two data sets. In other words, it
compares a predicted value and an observed or known value.

Figure 5.12: Comparison of Root Mean Square Error of Modified Kalman Filter, Modified
Particle Filter, and Branching Particle Filter
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The bar graph in Figure 5.12 compares the RMSE of the three filters. The graph
clearly shows that the proposed Branching Filter outperforms the other two conven-
tional filters as the RMSE obtained is as low as 0.01818. The RMSE obtained in Kalman
and Particle Filters is 0.18 and 0.16 respectively.

The parameters compared in the above three bar graphs for the three filters under
study are denoted in tabular form in Table 5.1

Table 5.1: Comparative Analysis of Kalman Filter, Particle Filter & Branching Filter

Sr.
No.

Parameter Modified Kalman
Filter

Modified Particle
Filter

Branching Filter
(proposed)

1. Detection Rate 79.75 % 82.30 % 98.52 %

2. Accuracy 81.90 % 83.7 % 98.18 %

3. RMSE 18.10 % 16.30 % 1.82 20%

5.4 ANOMALY DETECTION USING BRANCHING
PARTICLE FILTER

Anomaly detection in crowd scenes is very important because of more concern for peo-
ple’s safety in a public places. As discussed in previous sections, the BPF had been
applied to three different datasets, namely the KTH dataset (simple walk), the KTH
dataset (complex walk), and the UMN dataset (outdoor scene). The simulation results
so obtained shows the successful tracking of target objects under all three different sce-
narios using BPF. Since the BPF overcomes all the limitations of Kalman and Particle
Filters in terms of tracking, the work is now proceeded further to detect anomalous
activity in the dataset using BPF.

Figure 5.13 gives the framework for detecting anomalous activity in the UMN
dataset outdoor scene using a Branching Particle Filter. Here an input training dataset
is first taken as input. Then it is divided into frames. Feature points are then extracted
using the Harris Corner Detector. The optical flow technique is applied at these corner
points to extract motion vectors. Tracking of these motion vectors is performed using
a Branching Particle Filter. This helps to track similar motion vectors. Similar motion
vectors are then clustered using K means clustering technique [180] and the standard
deviation value is calculated for the cluster which is set as the threshold value. Here the
threshold value comes out to be 5. Now the test video is taken as input and similar steps
are performed on the test data too. Motion patterns in the test video are tracked us-
ing a branching particle filter and they are compared with the cluster of similar motion
patterns obtained from the training video.
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Figure 5.13: Anomaly Detection on UMN dataset using Branching Particle Filter

If the deviation of the motion vector from the cluster of similar motion vectors
exceeds the threshold value, then the activity is considered to be anomalous otherwise
the activity is considered normal.

5.4.1 Motion Descriptor

This research presents an approach to automatically detect abnormal behavior in a
crowd scene. For this purpose, instead of tracking every person, Harris corners are
extracted as feature points to represent moving objects and tracked by optical flow tech-
nique to generate motion vectors which are used to describe motion. This will decrease
computation costs largely and retain rich motion information. Next, the whole frame is
divided into small blocks and the motion pattern in each block is encoded by the dis-
tribution of motion vectors in it. Similar motion patterns are clustered into the pattern
model in an unsupervised way and then the motion patterns are classified into normal or
abnormal groups according to the deviation between the motion pattern and the trained
model. The results of abnormal event detection in the real video demonstrates the ef-
fectiveness of the approach.
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5.4.2 Cluster Motion Patterns

To generate a pattern model, similar motion patterns are clustered in an unsupervised
way. In a crowd scene it cannot be known, how many kinds of movement there will
be, hence, the number of clusters is not known. Therefore, an online cluster method is
deployed which does not need the number of clusters first. The initial motion pattern
is taken as the first pattern model and the deviation between all-new coming motion
patterns and built models is then calculated. If the smallest deviation is greater than the
threshold, this motion pattern can be treated as a new pattern model, if not, then it is
considered that this motion pattern belongs to one pattern model which has the smallest
deviation between them.

5.4.3 Measurement of Similarity

We define deviation measure as follows:

D(i, j) = λ1(µvi −µv j)+
λ1

λ2
(σ2

vi −σ
2
v j)+λ3(µri −µr j)+

λ3

λ2
(σ2

ri −σ
2
r j) (5.24)

where, D represents deviation, i and j represent the actual values and the measured
values respectively. λ1 and λ3 are the weights of mean velocity µv and mean direction
µr respectively and λ2 is the weight of variance σ2. These parameters are mainly de-
pendent on what kind of behavior the user wants to detect. If the concern is more about
velocity, λ1 will be greater than λ2 otherwise λ2 will be greater. λ1 and λ2 will be simi-
lar if the concern is both with velocity and direction. λ3 is used to keep variance weight
being one-third of the mean weight. After the models have been trained, then in the test
stage, motion patterns are classified into a normal or abnormal group according to the
deviation between the coming motion pattern and models. If this deviation is greater
than the threshold, this motion pattern is considered abnormal.

5.5 SIMULATION RESULTS OF BPF ANOMALY
DETECTION

The simulation results obtained after applying Branching Particle Filters for tracking
and utilizing motion vectors for deviation detection are shown below.

Figure 5.14a, 5.14b and 5.14c present the frame sequence of the actual dataset, the
binary image representation and the average motion vector scores respectively. Since
the average motion vector score lies below the threshold value except for one false
detection, the frame is considered to be normal.

Similarly Figure 5.14d, 5.14e and 5.14f also depict one of the original frame
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(a) UMN Original FS1 (b) Binary Image
Representation of FS1

(c) Average Motion Vector Score for FS1

(d) UMN Original FS2 (e) Binary Image
Representation of FS2

(f) Average Motion Vector Score for FS2

(g) Abnormal Activity
Detected

(h) Binary Image
Representation

(i) Motion Vector Score for
Abnormal Activity
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(j) Abnormal Activity
Detected

(k) Binary Image
Representation

(l) Motion Vector Score for Abnormal Activity

(m) Abnormal Activity
Detected

(n) Binary Image
Representation

(o) Motion Vector Score for Abnormal Activity

Figure 5.14: Simulation Results of Anomaly Detection using BPF

sequences, its binary image and the average motion vector scores respectively. Again
since the scores lie below the threshold, the frame is considered to have no abnormality.

Figure 5.14g shows that the people in the original frame sequence suddenly begin
to run in random directions indicating some abnormal activity. As observed in Figure
5.14i, due to this sudden change in the kinetic velocity and direction of the motion of
people, the motion vector score as calculated by the optical flow technique increases
beyond the threshold limit, thus indicating an anomalous activity.

Similarly the deviation of the average motion vector score from the threshold value
in Figure 5.14l indicates anomalous activity which conforms to the video sequence
shown in Figure 5.14j, where the people can be seen running suddenly in all directions.

Figure 5.14m shows the frame sequence in which the people after running in all
directions finally scatter and disappear out of the frame. Since no motion is detected in
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the frame, the average motion vector score remains below the threshold value indicating
normal activity.

5.6 COMPARATIVE ANALYSIS OF BRANCHING
FILTER

The simulation results obtained after applying Branching Particle Filter to various video
datasets indicate that BPF gives excellent tracking and anomaly detection results in lin-
ear, nonlinear and high-dimensional crowd scenes, thereby overcoming the limitations
of Kalman and Particle Filters. To validate the simulation results, a comparison of the
three filters has been accomplished by taking into account various performance met-
rics. The parameters of BPF have also been compared with those given by previous
researchers to prove the improved performance of the proposed work.

Table 5.2 gives the values of the various performance parameters for the Branching
Particle Filter. The elapsed time that is the time taken by the algorithm to start giving its
predictions once the code is run is 0.014653 seconds. This indicates that the algorithm
works very fast and gives results almost immediately that is in run time or real-time.

Table 5.2: Performance Metrics for Evaluating the Performance of BPF

Sr. No. Parameter Score
1. Total True Positives 79/80

2. False Negative 1/80

3. Total True Negatives 510/520

4. Total False Positives 10/520

5. Precision 88.76 %

6. Recall 98.75 %

7. F score 0.962

8. RMSE 1.818 %

9. Accuracy 98.182 %

10. Detection Rate 98.52 %

11. Elapsed Time 0.014653 seconds

The value of True Positives comes out to be 79 out of 80 which means that if the
anomaly was present in the frame 80 times then out of 80, the filter was able to correctly
predict the presence of anomaly 79 times and only one time did the algorithm missed
out on detection of anomalous activity as given by 1/80 false negative score.

The true negatives score comes out to be 510/520 which tells us that out of the 520
frames in which there was no anomalous activity, the algorithm also reported correctly
510 times that there is no anomaly. Only 10 times false detections were made.
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The proposed Branching Filter gives excellent precision and recall values of 88%
and 98% respectively. The F score is 0.962 which is very close to its ideal value of 1.
The RMSE is also as low as 1.818. The algorithm is accurate up to almost 98% and the
detection rate is also very good at the value of 98.52%.

All these parameters indicate that the Branching Particle Filters give excellent re-
sults in nonlinear and high-dimensional crowd scenes.

Detailed interpretation of the above-mentioned parameters has been done with help
of graphs and curves in the section below.

Precision vs Number of Particles: The graph in Figure 5.15 shows that precision of
89% is achieved at approximately 440 particles.

Figure 5.15: Precision vs. Number of Particles

Recall vs Number of Particles: The graph between Recall and number of particles in
Figure 5.16 shows that a recall of approximately 99% is achieved at 450 particles.

Figure 5.16: Recall vs. Number of Particles

Precision and Recall can be interpreted as follows:
If the algorithm is asked about the numbering of the 5 frames that contain the

anomaly. If out of the 7 results returned by the algorithm, 5 of the frames that the
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algorithm mentioned are anomalous whereas 2 frames were incorrectly identified. So,
it can be said that even though the recall of the algorithm was 100% (5/5), the precision
was 71.4% (5/7).
F Score- The F Score is the harmonic mean of the precision and recall. It reaches its
best value at 1 (perfect precision and recall).

The graph in Figure 5.17 below plots the F score with respect to the number of
particles. The curve shows that as the number of particles increases, the F Score also
increases. After 500 Particle iterations, the F Score becomes maximum and stable.
The F score of the video is achieved up to 0.962. This particle number is quite less as
compared to approximately 1000 particles required by particle filters.

Figure 5.17: F Score Curve

Thus, it can be concluded that Branching Particle Filters give excellent results at a
much lesser number of particles (approximately half the number of particles required
by particle filters). This remarkably reduces the computational time and complexity of
the algorithm.

ROC and AUROC
Receiver Operator Characteristic Curve or the ROC curve is a probability curve plotted
between True Positive Rate and False Positive Rate where TPR and FPR are given by
the formula:

True Positive Rate = TP
TP+FN

False Positive Rate = FP
FP+TN

Figure 5.18 gives the area under the ROC curve. AUROC represents the degree
or measure of separability. It tells how much the model is capable of distinguishing
between classes. The higher the AUC, the better the model is at predicting and distin-
guishing between normal and abnormal behavior.
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Figure 5.18: ROC and AUROC

Root Mean Square Error- The graph in Figure 5.19 is plotted between RMSE and the
number of iterations. The curve tells that at 100 iterations, the RMSE is approximately
1.818 % i.e., 0.01818. This is much less as compared to RMSE values obtained by the
Particle Filter and Kalman Filter.

Figure 5.19: RMSE vs. Number of Iterations

The results obtained from the proposed work have been validated by comparison
with other authors [2] in Table 5.3. In 2017 Haidar Sharif et al. [3] proposed the Eigen
vector approach to detect flows and events in crowd videos. The recall, precision and
Area Under Curve obtained by his method for the UMN dataset are 80.18%, 83.39%
and 0.9783 respectively compared to 98.75%, 88.76% and 0.962 obtained from the
proposed technique.

This indicates that the Branching Filter outperforms the previous techniques [2, 3]
for anomaly detection in crowd videos by giving much better values of precision and
recall at an almost equal value of the area under the curve.
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Table 5.3: Performance Comparison of Proposed work with Previous Literature [2, 3] for
UMN Dataset

Method AUC Accuracy Precision Recall F Score
Shear Force [2] 0.929 89.7% 0.887 0.912 0.899

HOG/HOF [2] 0.875 84.5% 0.832 0.878 0.854

HOG 3D[2] 0.771 73.3% 0.812 0.793 0.802

Cuboid 3D [2] 0.801 73.8% 0.837 0.810 0.823

Local Motion [2] 0.789 76.2% - - -

Tracklets [2] 0.919 85.2% - - -

Social Force [2] 0.912 80.2% 0.792 0.891 0.838

Pure Optical Flow[2] - - 0.803 0.822 0.812

Haidar Sharif [3] 0.9783 92.6% 0.8339 0.8018 0.817

Proposed 0.962 98.1% 0.8876 0.9875 0.934

Figure 5.20 gives the bar graph representation of Table 5.3. It gives a comparative
analysis of the Branching Particle Filter with the previous literature [2, 3] in terms of
accuracy and area under the curve. Figure 5.21 further compares the performance of
the Branching Particle Filter with the previous techniques [2, 3] in terms of precision,
recall and F score.

Figure 5.20: Comparative Analysis of Branching Particle Filter in terms of Accuracy and AUC

Figure 5.21: Comparative Analysis of Branching Particle Filter in terms of Precision, Recall,
and F Score
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5.7 RESULTS AND DISCUSSION

This chapter deploys the Branching Particle Filter to track the object of interest. The
performance of the filter is evaluated by applying the filter to various datasets. As
observed in Figures 5.5 and 5.7, the Branching Filter is successfully able to track the
target person in both cases, first, when the person is moving in the static background
and is not occluded and in the second case, when the object is moving in the dynamic
background and is occluded by other objects. Once it is proved that Branching Filters
can successfully track the object of interest even when it is completely occluded, the
work is extended to evaluate the performance of the filter on a high-dimensional dataset.
Figure 5.8 shows the UMN dataset, an outdoor scene that depicts a crowd of people
walking randomly in all directions. The Branching Filter when applied to this dataset is
successfully able to track all the people throughout the video even when the people are
partially or completely occluded by each other at certain instances as shown in Figure
5.9.

This simulation result is validated by comparing three performance parameters namely
the detection rate, accuracy and RMSE of the modified Kalman and Particle Filters with
the proposed Branching Filter on the UMN dataset as shown in Table 5.2. For all three
parameters, it has been observed that the Branching Filter outperforms the other two
filters. This is because the Kalman Filter assumes a linear Gaussian environment so its
detection rate and accuracy are poor on the UMN dataset which depicts a nonlinear non-
Gaussian environment. The Particle Filter also gives poor parameter values because in
the UMN dataset there is a crowd of people in which people are occluded by each other.
The Branching Filter overcomes this issue because the particles affected due to occlu-
sion are diversified in the search space by the BPF to improve their placement. This
helps in maintaining the tracker’s efficiency under full or partial occlusion. Moreover,
in the case of Particle Filters, at each resampling step, noise particles are also resampled
thereby giving a high RMSE value. In BPF, particles are branched individually rather
than resampled collectively and branching only occurs when there is sufficient need.
With this limited branching, noise particles are not resampled and RMSE decreases.

Table 5.3 further compares the performance of the BPF with the other state-of-
the-art techniques [2, 3] based on performance parameters namely accuracy, precision,
recall, F Score and area under the curve. Once again it is observed that the BPF out-
performs the technique proposed by Haidar Sharif et al. [3] This is because the Eigen
vector approach of Haider Sharif et al. [3] deals only with multiple separate instances
of single flow occurring in videos with temporal overlap. It is not able to deal with
multiple separate instances of single flow occurring in videos with no temporal overlap
i.e. the crowd of people walking in random directions simultaneously. This is because
for flow detection in a particular direction a specific threshold value is decided upon.
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If the crowd will move in any and every direction at the time of catastrophe (con-
sidered an abnormal activity), then the eigen vector approach is not able to decide that
it needs to reevaluate different threshold values every time. Moreover, the approach of
Haider Sharif et al. [3] does not work in real-time. It evaluated the parameters in an of-
fline fashion. The BPF overcomes all these issues. It can track and detect the abnormal
activity of the crowd and also works in real-time.

5.8 CONCLUSIONS

This study proposes a novel framework to overcome the problems in existing video
anomaly detection techniques, such as:

1. False anomaly detection in nonlinear and non-Gaussian environments.

2. False anomaly detection in crowded scenes where the object of interest might be
partially or fully occluded.

The proposed technique is based on anomaly detection using object tracking. The
Branching Filtering Technique provides the best solution to achieve maximum accu-
racy. Based upon the tests performed and hypothetical outcomes, it is proposed that
Branching Particle Filters:

a. Detect abnormal activity in a crowded scene with dynamic background and partial
or full occlusions.

b. Avoid the particle spread problems of the weighted-particle filter.

c. Runs significantly faster than particle filters on tracking and other Bayesian mod-
els.

The Branching Particle Filter is effective when extended to estimate the conditional
distribution for multiple, varying and unknown targets, provided, the number of targets
is small. If the number of targets is greatly increased i.e. in very high dimensional
datasets, the Branching Filters do not give very good results. This is due to possible
instability of the number of particles as well as the computational consequences of
this instability. This issue arises from the particle number drift property explained by
Kouritzin et al. [111]



Chapter 6

CONCLUSIONS AND FUTURE
SCOPE

6.1 CONCLUSIONS

Detecting anomalies or abnormal events in surveillance videos is gaining high demand
and importance from the point of view of domestic, commercial and national security.
Anomaly detection techniques in videos can be broadly classified into supervised, semi-
supervised and unsupervised techniques. Most of the existing techniques are supervised
or semi supervised i.e. they require a large database of images that have been labeled as
”normal” which is then used for training a classifier. Considering the vast applications
of surveillance cameras and the enormous amount and variety of data collected by them,
it seems almost impossible to label a database as normal or abnormal. The goal of
the current study is to overcome the limitations of the supervised and semi-supervised
techniques by developing a practical anomaly detection system which is unsupervised
and runs in real time, so as to timely signal an activity that deviates from the normal
patterns.

This research work uses Bayesian Filters for unsupervised anomaly detection in
videos. The concept behind using Bayes Filters for anomaly detection is that these fil-
ters predict the likelihood or occurrence of a particular measurement, given all previous
measurements. The algorithm works by analyzing all the previous measurements so as
to decide upon a threshold. This threshold will be the deciding factor to label events as
normal or anomalous. Now the object of interest is tracked using these filters and their
likely position or behavior is predicted. If the difference between the measured value
and the predicted value lies within the threshold then the event or behavior is consid-
ered normal. If this difference exceeds the threshold then the activity is considered to
be anomalous.

105
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Three kinds of Bayesian Filters have been deployed in this study namely the Mod-
ified Kalman Filter, the Modified Particle Filter and the Branching Particle Filter. The
first and simplest of all the Bayes’ Filters deployed for this purpose is the Modified
Kalman Filter.

Object tracking using Modified Kalman Filter is performed by predicting the ob-
ject’s position from the previous information and verifying the existence of the object
at the predicted position. Kalman Filter uses two steps while estimating the unknown
states:

i. Prediction step

ii. Updating step

The predict phase uses the state estimate from the previous timestep to produce an
estimate of the state at the current timestep. In the update phase, the current prediction
is combined with current observation information to refine the state estimate.

• Kalman Filter gives good tracking results when applied to datasets with linear
and Gaussian distributed video data.

• Kalman Filters show poor tracking performance in environments which introduce
nonlinear factors such as body moving at non-uniform speed or multipath prop-
agation effects as well as crowded scenes. Also, if the movements are rapid and
unpredictable (e.g. leaf on a tree during windy day), the Kalman filter is likely to
fail. This is because Kalman Filter assumes that both the system and observation
model equations are linear, which is not likely in many real-life situations. Also,
it assumes that the state belief is Gaussian distributed.

• Kalman Filters also fail to give good tracking results if the object of interest is
occluded by another object even though partially.

To overcome the limitation of Kalman Filter, Modified Particle Filter was then deployed
to track the object of interest. Apart from the two steps, prediction and update in case
of Kalman Filters, Particle Filters involve a third step called resampling.

i. Prediction

ii. Update

iii. Resampling

Resampling procedure eliminates the particles that become redundant and multiplies the
ones that contribute most to the resulting approximation. The performance of Particle
Filter was evaluated by applying it to the dataset on which the Kalman Filter had shown
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poor results. The Particle Filter showed excellent tracking results in such a scenario
which is shown in Figure 4.5b. Once the Particle Filters showed good tracking results
on dataset 2 the work was extended to evaluate the performance of the Particle Filter
on a dataset which depicted high dimensional data such as a dense crowd of people at
a fair or a historical monument where the object of interest might be partially of fully
occluded by another object. Such a situation is depicted in dataset 3 in Figure 4.7a.
On applying Particle Filters to track the object of interest in such a high dimensional
dataset it was found that the Particle Filters failed to track the object of interest which
was occluded by another object as seen in Figure 4.7b. Following conclusions are drawn
based on the observations and findings:

• Particle Filters work extremely well in nonlinear non-Gaussian environment, thereby
overcoming the limitations of Kalman Filters.

• With the Particle Filter approach, the system will be able to model the partially
available information from samples which give a higher chance for the tracker to
track the objects even in the case of partial occlusion.

• Particle Filters are successful in tracking objects that are occluded by other ob-
jects but only very partially. If the target object is completely or much occluded
then Particle Filter fails to track occluded objects. Basic Particle Filters give poor
results in tracking objects in crowded video sequences where there is a possibility
of the target object to get completely occluded.

Since Particle Filters failed to track the object of interest in high dimensional dataset,
the novel Branching Particle Filters were introduced to the field of object tracking and
anomaly detection in videos. Branching Filters differ from the Particle Filters in the fact
that unlike Particle Filters, the updating in Branching Filters is via branching in small
time steps and also resampling of the particles is not done regularly in an unbiased
manner. In BPFs resampling is done only when there is sufficient need. To evaluate
the performance of BPF, the filter was applied to the KTH dataset for both simple and
complex walk shown in Figures 5.4 and 5.6. The BPF showed excellent results under
both the conditions which is depicted in Figures 5.5 and 5.7. Next the filter was applied
to the UMN dataset which represents a high dimensional environment as shown in
Figure 5.8. Since the Branching Filter outperformed the other two filters in tracking the
object of interest in high dimensional dataset (Figure 5.9), the research work proceeds
further to deploy the Branching Filter to detect abnormal crowd activity in the UMN
dataset.

The Branching Filter gave better performance in detecting abnormal activity in the
above given dataset as compared to the techniques used by previous researchers. The
results obtained from simulation were validated by assessing the Branching Filters on
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various performance parameters and by comparing the value of these parameters with
those obtained by past techniques. Following conclusions are drawn based on the ob-
servations and findings:

• The Branching Filter is able to successfully track the object of interest. This is
because the particles affected due to occlusion are diversified in the search space
by the BPF in order to improve their placement. This helps in maintaining the
tracker’s efficiency under full or partial occlusion. Thus, it can be concluded that
Branching Filters detect abnormal activity in crowded scene with dynamic back-
ground under partial or full occlusions. Moreover, BPFs are stable with respect
to the number of particles.

• The research work also concludes that with an accuracy of 98.18, the BPFs out-
perform the Kalman and Particle Filters that give an accuracy of 81.90 and 83.70
respectively.

• The above inference is also supported when the three filters are compared based
on the values of RMSE. It was found that the RMSE was as low as 1.82 in com-
parison to 18.10 and 16.30 shown by the other two filters respectively.

• The rate at which the Branching Filters are able to detect the anomalies is also
much better than the other two filters. The Kalman, Particle and Branching Filter
give a detection rate of 79.75, 82.30 and 98.52 respectively.

• Lastly the proposed Branching Filter was also compared with the other two filters
based on the parameter “elapsed time”. It was found that BPFs with an elapsed
time of just 0.014 seconds, run significantly faster on tracking than Particle Filters
and other Bayesian models.

6.2 FUTURE SCOPE

The research work though endeavors to introduce a technique that gives better perfor-
mance as compared to the techniques put forward by previous researchers yet during
the course of study it was found that the proposed work suffered certain limitations that
can in the future inspire researchers to bring improvements in the proposed work.

The Branching Particle Filter has been found to be effective when extended to esti-
mate the conditional distribution of multi-target signals for unknown, varying, but only
with small numbers of targets. When the number of targets to be tracked in a highly
dense crowd is much high, the Branching Filters may tend to give poor results. This
issue can be resolved by using some extended or advanced Branching Filters that are
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already available but they have yet not been applied to the field of video anomaly de-
tection. Example of such filters are the Residual Filters or the Combined Filters [183].
Thus, future work may include the introduction of Residual and Combined Branching
Filters in object tracking and anomaly detection for greater number of targets.

Also, the current study limits the use of Bayes’ Filters to anomaly detection in
surveillance videos. This section briefs how the scope or application of proposed tech-
nique can be extended to areas other than surveillance videos. Branching Filters can be
used for mobile nodes tracking in Wireless Sensor Network [184] framework. Target
tracking is one of the most fundamental applications in WSN in which sensor nodes
constantly monitor and report the positions of moving objects. In surveillance appli-
cations, sensor nodes produce data almost in real-time while tracking the objects in
a critical area or monitoring border activities. Owing to multiple paths, occlusions,
and recalibration effects, the tracking process suffers from low stability and precision.
To overcome these limitations, the Branching Filters may be introduced in the field of
wireless sensor networks.
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