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ABSTRACT

The exponential increase in data transfer over public networks has risen multiple times
in the last two decades. With this, the number of online exposed data breaches and theft
has also risen resulting into huge monetary loss. About 5000 million USD were lost
in the year 2021 due to all this. Therefore, it becomes mandatory for individuals and
professionals to safeguard their confidential data from unauthorized access. It is thus
mandatory that the information to be transferred should be transformed in such a man-
ner that it should be meaningless to unintended users. In other words, the information
must be confidential to the intended users. The widespread solution for maintaining
confidential information is ‘Cryptography’ that is an art of transforming message to an
unreadable form for intruders thus making the communication secure.

In the early stages of Cryptography simple substitution and shifting procedure were
used for encryption and decryption of textual data that has low degree of correlation
value among neighboring characters. With the development in the internet and multi-
media technology, the contents like images and videos were also used in data transfer.
Though, the Traditional Techniques were good but failed to provide good execution
speed due to large size of data. Also, the Traditional Techniques were unsuccessful
against statistical and differential attacks. To cater this Chaos Based Encryption Tech-
niques were developed. These are based on mathematical Chaos Theory focusing on
the study of Chaos Dynamical Systems whose apparently random states of disorder
and irregularities are governed by underlying patterns and deterministic laws that are
highly sensitive to initial conditions. Using this, random numbers can be generated at a
very fast rate. Thus, multimedia data like image, document and video can be encrypted
easily.

The Chaos Based Encryption Techniques were good in comparison to Traditional
ones in terms of parameters like Key Space and Randomness. With the above things
in mind, an encryption technique based on Intertwining Chaotic Maps and RC4 Stream
Cipher was proposed. The scheme employed Chaotic Map for the Confusion Process
and key generation for RC4 Cipher. The RC4 Cipher uses this key to generate random
sequences which are used to implement an efficient Diffusion Process. The technique
provides highly scrambled Cipher Images and can resist Statistical and Brute-Force
Search Attacks. The Peak Signal-to-Noise Ratio values are comparable to other tech-
niques, the Entropy Values are close to ideal value. In addition, the technique is very
much practical since having lowest execution time then its counterparts. It almost out-
performed all the techniques of that period in terms of many parameters but failed to
pass the theoretical value of the UACI Test. The reason was that the usage of Byte
Level permutation/ substitution, Diffusion in only four directions i.e. in backward and
forward direction, and Logistic Maps used for generation of random key.
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To further enhance security the Quantum Logistic Maps were used as these gen-
erate non-periodic random numbers. Also, Quantum Logistic Maps generate random
numbers better than Chaotic Maps. Hence, an image encryption technique based on
Quantum Logistic Maps was proposed which provides a good random Cipher Image.
In this proposal, encryption mechanism comprised of multiple processes and each pro-
cess is key dependent utilizing diverse keys to ensure high key sensitivity and resis-
tant towards Differential Attack. The keys are generated using Quantum Chaotic Map.
For the Confusion Process, Electronic Code Book (ECB), Initial Permutation (IP), Bit
Plane Scrambling, and Inter-bit Plane Scrambling were employed. The ECB and IP,
being matching processes are chosen for high speed of execution. Bit level permuta-
tion unlike byte level is applied to reinforce randomness, in conjunction with variable
number of rounds as per the security key. For Diffusion Process, the folding technique
is used along eight directions, exploiting different keys. This technique outperformed
almost all its counter parts in terms of performance metrics like Key Space, PSNR and
Entropy values. Also, the technique passed Differential and Statistical Attacks along
with comparable execution time.
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CHAPTER 1

INTRODUCTION

1.1 INTRODUCTION TO CONFIDENTIALITY

The technological advancements [1–5] of last two decades have provided the world with

systems that can transmit large amount of data like images efficiently via general public

networks. This advancement has not only helped users in their day-to-day work but also

assisted in fields like education, healthcare, commercial and government sectors [6]. A

major problem arises while routing the data packets is that the path followed by these

packets is public in nature which can be easily intercepted and read by unauthorized

user leading to information leakage [7–9] as shown in Figure 1.1.

 

Unauthorized  

       User 

Transmitter Receiver 

Authorized User 2 

 

Authorized User 1 

 

Communication Channel 

 

These public routes, though are reliable 

pathways, are vulnerable to be accessed 

by unauthenticated users. 

 

Figure 1.1: Communication Network

The exponential increase in data transfer over these public networks has risen the

1
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number of online exposed data breaches many folds in the last few decades as can be
seen from Figure 1.2. The statistica report depicts that number of exposed data breaches
is escalating significantly in Figure 1.2(a) and Figure 1.2(b) depicts the monetary losses
due to the exposed records [10, 11]. It shows that approximately 5000 million USD
were lost in the year 2021. Therefore, it becomes mandatory for individuals and pro-
fessionals to safeguard their confidential data from unauthorized access. For protecting
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Figure 1.2: Recorded Data Breaches or Exposed Records and Corresponding Monetary
Damages Caused by Cybercrimes in United States on Annual Basis

the exposed records on these public networks, the information should be transformed
in such a manner that it should be meaningless to the unintended users. In other words,
the information must be readable only by its intended user [12]. Thus, Confidential-
ity means providing privacy between sender and receiver while transferring data on
the network such that no one else can read the message. The widespread solution for
maintaining confidentiality is ‘Cryptography’. The next section gives details of the
Cryptography process.

1.2 CONFIDENTIALITY USING CRYPTOGRAPHY

Cryptography [13] is a widely accepted method to protect confidential information
(like: text, images, audio and video etc.) and records by transforming them into an-
other form such that it cannot be read by an unauthorized user. Figure 1.3 shows that
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this method is a combination of encryption and decryption processes at transmitter and
receiver side respectively. Also, the transformed into Cipher Image seems like a random
image on the transmission channel.

(a) Encryption: Transforming original data into an unreadable form (like garbage
data) before transmission using a key value.

(b) Decryption: Recovering the original data from its Cipher at the receiver end using
the same key value used in encryption process.

➢ Purpose of Cryptography: To protect confidential information (text/images)
and records by transforming them from one form into another such that it can-
not be read by an unauthorized user.

➢ Two major functions of Cryptography are:

i. The data is transformed into cipher-text which makes it difficult for the in-
truder to predict the exact information.

ii. The secret key and the method of encryption to retrieve the information are
only known to the authorized user.

 

Plain Image Cipher Image Plain Image   

Key Key 

(Transmission Channel) 

Unauthorized User 

Unauthorized User 

Encryption 

(Transmitter Side) 

Authorized User 1 

Decryption 

(Receiver Side) 

Authorized User 2 

  

Figure 1.3: Process of Cryptography

In view of available threats and attacks, many researchers [14–26] are working in
the area to introduce the mechanisms that can secure the confidential data. A large
number of cryptography techniques [27–43] are available in the literature that can be
classified into three categories i.e. Traditional, Chaos Based and Quantum Chaos Based
techniques. The next section gives a detailed explanation of all the techniques that come
under each category.
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1.3 CLASSIFICATION OF CRYPTOGRAPHY
TECHNIQUES

Many researchers have worked in this crucial direction to get the best solutions in terms
of the protection of information i.e., data and images on public networks. This research
work highlights the principle of supremacy of Confidentiality. Cryptography is one of
the highly effective techniques to achieve this. All the available techniques of cryptog-
raphy are classified into three categories as shown in Figure 1.4.
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1.3.1 Traditional Cryptography Techniques

This category of cryptography techniques was used initially for encrypting small size
textual data. Later on, with the advancements in multimedia services on internet and
extensive use of social media like facebook, whatsapp, twitter and instagram etc. most
of the information were exchanged in the form of images and videos. In the starting
phase of this era, these traditional methods of cryptography were used for texts as well
as for images. It was soon realized that the neighboring letters in textual data have low
degree of the correlation value in comparison to the neighbor pixel values in an image
that has high correlation value. So, these techniques [44–54] were found not suitable
for the image and video encryption. Also, the size of an image is larger than textual data
indicating that traditional techniques will consume more time in processing [55–59].

➢ Problems with Traditional Encryption Techniques:

i. Only Compatible with Texts

ii. Low Randomness

iii. High Processing Delay

iv. Small Key Space

v. Nonresistant to Attacks

To overcome these issues Chaos Based Encryption Techniques were developed.

1.3.2 Chaos Based Cryptography Techniques

In general term chaos means highly disorganized. So, here this category of cryptog-
raphy is named as Chaos Based Cryptography because it resulted a ciphered image in
highly disorganized manner. It is based on mathematical Chaos Theory [60]. The Chaos
based systems are highly dynamic systems which gives result in apparently random
states of disorder and irregularities. These states are governed by underlying patterns
and deterministic laws that are highly sensitive to initial conditions. Using this method,
random numbers can be generated at a very fast rate, simply by using the direct form or
modified form of Chaos-based equations i.e. Logistic Maps [61] as shown in Eq. (1.1).
Thus, the system with this method can easily encrypt the multimedia data like image,
text and video in highly random manner.

xn+1 = r× xn (1− xn) (1.1)

Where,
x is the Variable and n denotes the Index of generated chaotic number.
r is Positive Constant and r ∈ [0,4].
x at n= 0 is the Initial Value and x0 ∈ (0,1).
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This technique consists of three parts i.e. Key Generation, Confusion, and Diffusion
Process [62]:

(a) Key Generation: In this process, keys are generated with the help of Logistic Maps.
These keys are further used at different levels of encryption.

(b) Confusion: It is the process in which the pixels positions are rearranged according
to the generated chaotic key values.

(c) Diffusion: It is the process of pixel value modification [63] with the help of gener-
ated chaotic key values. The aim of this process is to enhance the randomness.

➢ Problems with Chaos Based Encryption Techniques:

The Chaos-based Encryption Technique possesses various properties like sim-
plicity, high dependence on initial conditions, ergodicity, Confusion (pixel po-
sition scrambling), and Diffusion (pixel value modification). These procedures
enhance the security on the system [64–68]. However, many of these algorithms
still possess limitations like:

i. Small Key Space

ii. High Computation Complexity

To overcome these limitations, Quantum based encryption schemes were developed.
These techniques are unquestionably more secure for image encryption than the basic
and traditional techniques because of their perplexing [67] structure.

1.3.3 Quantum Chaos Based Cryptography Techniques

The Quantum Chaos Based Encryption [69–73] is done with the help of Quantum Lo-
gistic Maps. These maps were developed by utilizing uncertainty principles of Quantum
Mechanics on Logistic Maps [74] and documented as a highly random equation. These
maps are popular for their random response over a range of discrete numbers. The
Quantum Logistic Maps has many good features like:

(a) Key Space is large.

(b) Generated random numbers are highly aperiodic.

(c) Optimized value of Entropy.

Therefore, the non-periodicity and randomness of chaotic sequences are further more
enhanced by utilizing it with the Quantum Logistic Maps. It acquires various kinds of
Confusion and Diffusion processes same as the Chaos-based Encryption Processes. The
only difference is that these two procedures are performed according to the generated
random keys with the help of Quantum Logistic Maps instead of simple Logistic Maps
used by Chaos Techniques as explained in previous section.
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➢ Problems with Quantum Chaos Based Encryption Techniques :

i. Quantum Chaos Based Logistic Maps are more complex and nonlinear than
Chaotic Logistic Maps.

ii. All the parameters like randomness, entropy, key sensitivity, image percep-
tual quality were improved but some techniques do not resist the statistical
or differential attacks and also the execution time is significant but smaller
than Chaos Based Encryption Techniques.

The next section gives the literature survey.

1.4 LITERATURE SURVEY

In search of the secure image encryption technique, numerous researchers have pro-
posed several security mechanisms [44–54, 64–73] to achieve confidentiality. Despite
of having a huge amount of encryption techniques available on the research portals,
some of the popular techniques were identified as shown in Figure 1.4. The survey part
of this research is done with the help of measured values of performance parameters and
their specific performance metrics along with their satisfactory range of values shown
in the Table 1.1.

Table 1.1: Performance Parameters for Literature Survey

Parameters of Comparison Performance
Metrics

Definition Range

Image Perceptual Quality:
The encrypted images are an-
alyzed visually for any hidden
information in it.

Snapshot
The images are in-
terpreted by simply
watching it.

Visually examined

Statistical Attack Parameters:
The encrypted images are ana-
lyzed to determine the number
of similarities between the pix-
els of the encrypted and original
images [75].

Histogram
It is a graph that rep-
resents the frequency
distribution of the
pixel values presented
in an image.

Visually examined

Correlation
Coefficient

It defines the correla-
tion among the cor-
responding pixels of
plain and encrypted
image. It can be
measured in horizon-
tal, vertical and diag-
onal directions.

Its value lies in the range[
−1,+1

]
.

The values +1 represent
maximum linear relation,
and zero value represents
no relation between adja-
cent pixels.
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Parameters of Comparison Performance
Metrics

Definition Range

Differential Attack Parame-
ters: This parameter [76] helps
in providing that a good en-
cryption system must prevent a
hacker from obtaining the infor-
mation if the intrusion occurs in
any way.

Number of
Pixel

Change
Rate

(NPCR)

It defines the aver-
age difference in pixel
value between two
encrypted images (the
first encrypted image
is produced using the
original key, and the
second one is ob-
tained by modifying
the original key by
one bit).

Test passes at the values
greater than N∗

α :
N∗

0.05=99.5693%
N∗

0.01=99.5527%
N∗

0.001=99.5341%
Where, N∗

α denotes critical

NPCR values to reject null

hypothesis with respect to the

significance levels α = 0.05 ,

α = 0.01 and α = 0.001.

Unified
Averaged
Changing
Intensity
(UACI)

It defines the aver-
age value of differen-
tial pixel values be-
tween the plain and
encrypted images.

Its value must lies in the
range:
U∗

0.05=
[
33.284%−33.6447%

]
U∗

0.01=
[
33.2255%−33.7016%

]
U∗

0.001=
[
33.1594%−33.7677%

]
Where, U∗

α denotes critical

UACI values to reject null

hypothesis with respect to the

significance levels α = 0.05 ,

α = 0.01 and α = 0.001.

Quantitative Parameters: This
provides the amount of random-
ness or noise available in an en-
crypted image.

Pixel Signal
to Noise

Ratio
(PSNR)

It is the ratio between
the maximum pixel
value and amount of
noise available in an
encrypted image.

Its value should be less
than 30dB.

Entropy
It defines the amount
of randomness in the
given image.

Its value should be equal
to 8 for complete random
image.

Key Space Assessment: A sys-
tem is fully secure if the value of
brute force search time to crack
the key used in the encryption
process is high.

Key Space
It defines the key
length used in the en-
tire process of en-
cryption.

2(Length of Key) bits
It should be large as much
as possible.

Execution Time Assessment:
The time taken for the execu-
tion of entire encryption process
[77].

Execution
time
(in

Seconds)

It is the amount of
time taken for an im-
age to be encrypted.

The execution time
should be as low as much
can be possible.

The analyzed values of the reviewed techniques are listed in Tables 1.2, 1.3 and 1.4.
Some identification marks like: low(L), very low(VL), moderate(M), high(H), very
high(VH), best results among all(*), 2nd best results(**) and satisfactory range of re-
sults (highlighted by green color) are used here as the abbreviations that helps in differ-
entiating the performance of the existing techniques.
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1.5 PROBLEM DEFINITION

The areas that can still be improved are as follows:

➢ Enhancing Security: A system is fully secured if the value of Brute Force Search
Time to crack the key used in the encryption process is too high. Though the
existing schemes provide good brute force search time with increase in processing
capabilities, further improvements in this area is always desirable.

➢ Reducing Correlation: The value of correlation among neighboring pixels of
encrypting images must be very low in order to have good randomness. The
value of entropy must be closed to eight. Though the best techniques in literature
have entropy values closed to eight but improvements can still be made in this
direction.

➢ Good Execution Time: Any process designed for image encryption will be prac-
tical if its speed of execution is high and the overall process takes less time to
execute. Therefore, researchers keep on searching for new algorithms that have
low execution time for encrypting images.

➢ Pixel Sensitivity: It is desired that if the value of one pixel is changed then it
should affect the other pixels too. Though the existing mechanisms provide good
value of this metric, but improvements can still be done in this direction too.

➢ Resistive against Attacks: Though the cryptography techniques provide good
resistance against attacks, but improvements are still desirable in this direction.

1.6 OBJECTIVES

The objectives of the research work are as under:

i. To study various image encryption techniques and find out their merits and demer-
its.

ii. To propose a new image encryption scheme that should have low computational
time complexity, high PSNR value, correlation coefficient.

iii. To compare the proposed mechanism with the available schemes and prove its ef-
ficiency.

The next section provides the details of the tool used.
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1.7 TOOL USED

For the implementation of existing and proposed mechanisms, MATLAB IDE-R2016a
is used because of its diverse advantages as a modern high-performance programming
language for technical computing [78]. The name MATLAB stands for MATrix LAB-
oratory. The software package has been commercially open since 1984 and is now
considered a standard tool at most universities and industries globally for research and
development. It combines computation, visualization, and the programming world all
together. Some of its advantages are listed below:

➢ It has strong built-in routines that allow a wide variety of computations.

➢ It has complex data structures, comprises integral editing and debugging tools,
and supports object-oriented programming.

➢ It helps to perform numerical computations and give the results with high accu-
racy.

➢ This software tool facilitates data analysis, creating algorithms, and designing
models and applications appropriately.

➢ The outcomes demonstrate that the suggested methods or research is a genuine
advanced method for various kind of applications.

➢ This software also has easy-to-use graphics commands that make the visualiza-
tion of results immediately available which makes the programmer to evaluate
several methods.

These advantages make MATLAB software an outstanding tool for teaching and
research. To analyze and validate numerous techniques, a variety of performance mea-
surement parameters are needed. With MATLAB, numerous image processing proce-
dures may be accurately documented and repeated.

This research covered a novel image confidentiality mechanism and its quality against
existing mechanisms is also evaluated with the help of MATLAB software. The subse-
quent section contains a distinct set of performance metrics of image encryption tech-
niques.

1.8 SIMULATION SET-UP PARAMETERS

Table 1.5 provides the environment, key values and database used to evaluate the effi-
cacy of the proposed schemes.
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Table 1.5: Simulation Set-up Parameters for Proposed Technique 1 and Proposed Technique 2

Set up parameter Proposed Technique 1 Proposed Technique 2
Processor 1.4 GHz dual-core Intel Core i5 1.50GHz Intel Core i3

Image type Color Images (R, G,B) Color Images (R,G,B)

Simulation tool MATLAB Version R2016a MATLAB Version R2016a

Size of Images 512 × 512 512 × 512

Images source USC-SIPI image database [79] USC-SIPI image database [79]

Sample Test Images
4.2.03 (Mandrill) 4.2.03 (Mandrill)

(512×512) (512×512)

Initial condition and con-
trol parameters used for
key generation

[
µ = 3.999,xlog1 = 20.1,
ylog1 = 22,zlog = 19,
k4 = 33.5,k5 = 37.9,
k6 = 35.7, pix = 0.1

]
[

x = 0.4523444336,
y = 0.003453324562,
z = 0.001324523564,
x̄ = 0.002, z̄ = 0.004,
r = 3.9 and β = 4.5

]

1.9 PERFORMANCE METRICS

To prove the efficacy of the proposed scheme, several performance metrics are taken
into consideration as given below:

1.9.1 Image Perceptual Quality

The analysis of encrypted and decrypted images [80] is done on three images of differ-
ent sizes. The encrypted image must be random in nature such that no information can
be interpreted by simply watching it.

1.9.2 Statistical Attack Parameters

The encrypted images are analyzed to determine the number of similarities among the
pixels of the encrypted and original images or between the adjacent pixels [81, 82].
Histogram and Correlation analysis are the two parameters used for this purpose.

a) Histogram: It is a graph that represents the frequency distribution of the pixel values
presented in an image. Ideally, it should be uniformly spread on the graph for en-
crypted image. This shows that the number of pixel values and positions are equally
distributed and looks like a random image.



15 1. INTRODUCTION

b) Correlation Coefficient: It measures the similarities between the adjacent pixels
of an image [83]. The pixels of the encrypted images must be less correlated with
its corresponding decrypted image pixels. The mathematical values of correlation
coefficients lie between

[
− 1,1

]
. The correlation coefficient rαβ is define in Eq.

(1.2a), (1.2b), (1.2c) and (1.2d).

rαβ =
cov(α,β )√
D(α)

√
D(β )

(1.2a)

E(α) =
1
N

N

∑
i=1

αi (1.2b)

D(α) =
1
N

N

∑
i=1

(αi −E(α))2 (1.2c)

cov(α,β ) =
1
N

N

∑
i=1

(αi −E(α))(βi −E(β )) (1.2d)

Where,
α and β denote the Encrypted and Plain Images respectively.
D(α) is the Variance of the Image.
E(α) is the Mean of the pixel values of the Image.
cov(α,β ) is the Covariance between Encrypted and Plain Images.
i represents the Pixel Position.

N is Total Number of Pixels in an Image.

1.9.3 Differential Attack Parameters

This test is done by modifying a single bit change in data or key value [84]. These
changes must be prominent to prove a security scheme is good or not. Two parameters
are used for this.

a) Number of Pixels Change Rate (NPCR): It defines the rate of change in the num-
ber of pixels in two encrypted images [85]. In this, the two encrypted or cipher
images are formed by original and changing one bit of the key value. The formula
for NPCR is given in Eq. (1.3a) and (1.3b).

NPCR =
∑

W
i=1 ∑

H
j=1 ∑

L
k=1 D(i, j,k)

W ×H ×L
×100% (1.3a)

D(i, j,k) =

0 C1(i, j, k) = C2(i, j, k)

1 C1(i, j, k) ̸= C2(i, j, k)
(1.3b)

Where,
C1 is the Cipher Image formed by Original Key.
C2 is the Cipher Image formed by Pixel Modified Key.
i, j, and k represents the Pixel Positions of the Image.
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W , H, and L are the Width, Height and Length of the Image.

D is a Bipolar Array that gives the similarities between the pixels of Images C1 and C2.

b) Unified Average Change in Intensity (UACI): It defines the average value of dif-
ferential intensities between two encrypted or cipher images (the first cipher image
is produced using the original key, and the second cipher image is obtained by mod-
ifying the original key by one bit). The formula for UACI is given in Eq. (1.4).

UACI =
1

W ×H ×L

[
W

∑
i=1

H

∑
j=1

L

∑
k=1

|C1(i, j,k)−C2(i, j,k)|
2Q −1

]
×100% (1.4)

Where,
C1 is the Cipher Images formed by Original Key.
C2 is the Cipher Images formed by Pixel Modified Key.
i, j, and k represents the Pixel Positions of the Image.
W , H, and L are the Width, Height and Length of the Image.

Q represents the maximum no. of bits of a pixel (in this case Q= 8).

1.9.4 Quantitative Parameters

Two parameters are used in this study for quantitative calculation:

a) Peak Signal-to-Noise Ratio (PSNR): It is the ratio between the maximum signal
power component to noise [86]. For evaluation of this metric, the plain image is
considered to be the signal and the encrypted image is considered as the noise. The
mathematical representation of PSNR is given in Eq. (1.5a) and (1.5b).

PSNR = 20× log10

(
255√
MSE

)
dB (1.5a)

MSE =
1

W ×H ×L

W

∑
i=1

H

∑
j=1

L

∑
k=1

[I(i, j,k)−K(i, j,k)]2 (1.5b)

Where,
MSE is the Mean Squared Error.
I and K are the Plain and Encrypted Images respectively.
i, j, and k represents the Pixel Positions of the Image.

W , H, and L are the Width, Height and Length of the Image.

b) Information Entropy: It defines the amount of randomness in the given image
[87, 88]. More is the entropy of the encrypted image better is its randomness. The
formula of entropy is given in Eq. (1.6).

H(S) =
n−1

∑
i=0

P(Si) log2

(
1

P(Si)

)
(1.6)
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Where,
H(S) denotes the Entropy of the image S.
n is the Total Number of Pixels in the Image.
i represents the Position of a Pixel.

Si is the ith Pixel Value and P(Si) is the Probability of occurrence of Si in the Image.

1.9.5 Key Space

Key Space (KS) is an essential parameter for determining the quality of key used for
encryption. Eq. (1.7) shows how to calculate key space [89, 90] using Length of Key
(in bits). Larger the key size lesser will be the feasibility of a Brute-Force Attack.

KS = 2L (1.7)

Where,
L is the Length of Key.

1.9.6 Execution Time

It is the amount of time taken for an image to get encrypted [91]. The value of this
parameter must be as low as possible. The next section provides the proposals in this
dissertation work.

1.10 PROPOSED IMAGE ENCRYPTION
TECHNIQUES

Two image encryption or cryptography techniques were proposed in this research work
as shown in Figure 1.5. The first proposal was developed in the initial stages and was

 

Proposed  

Image Encryption Techniques 

Chaos Based  

Proposed Technique -1 

Quantum Chaos Based  

Proposed Technique -2 

Figure 1.5: Proposed Cryptography Techniques
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based on Chaos Theory. Later, with advancements in literature, a new proposal based
on Quantum Chaos Theory was also proposed. Both of the Proposed Techniques are
described below:

1.10.1 Proposed Technique 1: A Novel Image Encryption
Technique Based on Intertwining Chaotic Maps and RC4
Stream Cipher

 

Plain 

Image 

(MxN) 

 

Key Generation 

using 

Intertwining 
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Diffusion Process 

 

                                MxN 
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Diffusion and 

Backward 
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Ciphered 

Image 
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Generation using 
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Process 
 

Initial 

Condition 

and Control 

Parameters 

xn ,   

yn 

zn 

Figure 1.6: Block Diagram of Encryption Process of Proposed Technique 1

i. Proposed Mechanism
The Proposed Mechanism is designed in three major parts i.e. Key Generation,
Diffusion and Confusion Process.

➢ Key Generation: This part generates all the keys used for the Diffusion and
Confusion Processes.

➢ Diffusion: In this phase, the pixel values are modified with the help of keys
generated from the Key Generation Process.

➢ Confusion: In this phase, the pixel values are permuted using key values gen-
erated from the Key Generation Process.

Figure 1.6 shows the block diagram of the proposed scheme. First of all, key
sequences are generated using intertwining chaotic maps having best feature of
randomness along with the RC4 stream cipher scheme [50].
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(a) Key Generation Process: Intertwining Chaotic Maps [64] shown in Eq.
(1.8a), (1.8b) and (1.8c), have the best feature of randomness. Hence, in
this process, the Key Sequences are generated with the help of Intertwining
Chaotic Maps and also with RC4 Stream Cipher Scheme [50] in order to fur-
ther enhance the randomness property of the encrypted image.

Intertwining Logistic Maps:

xn+1 = µ · k1 · yn (1− xn)+ zn (1.8a)

yn+1 = µ · k2 · yn + zn (1− xn)
2 (1.8b)

zn+1 = µ · (xn+1 + yn+1 + k3) · sin(zn) (1.8c)

Where,
xn, yn and zn are the generated Chaotic Sequence at nth position.
xn+1, yn+1 and zn+1 are the subsequent values of Chaotic Sequence.
n varies from 1 to Length of Key.
µ is the Sequence Control Parameter.
k1, k2 and k3 are Float Values as the multiplier.
x0, y0 and z0 are predefined Initial Values of x, y and z respectively.

The resulting sequences are then utilized for the Diffusion (modifies the pixel
values) of the image by rearranging its pixel value row-wise and then column-
wise in forward and backward directions.

(b) Diffusion Process: This process modifies the pixel values of the original
image. It is responsible for spreading the effect of change in a pixel intensity
value throughout the entire image (any change in the intensity of one pixel
value will now change the encrypted image drastically). Both the images
(Plain image and diffused image) will have very low resemblance with each
other. In the next step, the Confusion Process (pixel position modification) is
done as per the chaotic keys generated directly with the help of an intertwining
logistic map [64].

(c) Confusion Process: The stage shuffles the position of the pixels present in
the image without making any changes in the respective pixel intensity values
[61]. This ensures that an unauthorized user who tries to access the data
present in the image will get no useful data about the image as the pixels are
moved from their original positions. The permutation of pixel position helps
to achieve lower values of correlation coefficients.

Several iterations of the Confusion and Diffusion process have been done to obtain
higher order of randomness and security. The proposed scheme is very simple,
consumes very little time to execute, and provides good values of parameters like
PSNR and Unified Average Changing Intensity (UACI). For decryption, the same
process is carried out but in a reverse manner.



1.10 PROPOSED IMAGE ENCRYPTION TECHNIQUES 20

The novel features of this proposal are:

➢ Confidentiality is achieved by visual interpretation of the encrypted image.
The resultant image is highly scrambled which ensures that no information
about the original image can be extracted from the cipher image.

➢ The security is enhanced by lengthening the key space which makes it resis-
tivity against the brute force attack.

➢ The randomness is increased with the use of highly random intertwining
chaotic maps during Confusion and Diffusion processes.

➢ The scheme is highly resistant against the differential attacks because of row-
wise and column-wise Forward and Backward Diffusion along with RC4.

➢ The time of execution or processing time is improved as compared to the other
schemes.

ii. Results
Table 1.6 represents the supremacy of the proposed technique 1 based on evaluated
performance metrics with respect to the available Chaos-based Solution. It’s per-
formance is analyzed visually and mathematically.

Table 1.6: Results of Proposed Technique 1

Techniques/
Performance
Metrics

Chaos 1 Chaos 2 Chaos 3 Chaos 4 Proposed
Technique 1

Image
Perceptual
Quality
(Snapshots)

Snapshots Snapshots Snapshots Snapshots Snapshots

Statistical
Attack
Parameters
(Histogram
and
Correlation
Coefficient
(H:Horizontal,
V:Vertical,
D:Diagonal))

Histogram

 

 

-0.00073(H),
0.00254(V),
0.003569(D)

Histogram

 

 

-0.01616(H),
-0.00815(V),
-0.00592(D)

Histogram

 

 

0.00063(H),
-4.6E-05(V),
0.005127(D)

Histogram

 

 

0.007284(H),
0.00533(V),
0.005127(D)

Histogram

 

 

0.015051(H),
0.004335(V),
-0.0073(D)
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Techniques/
Performance
Metrics

Chaos 1 Chaos 2 Chaos 3 Chaos 4 Proposed
Technique 1

Differential
Attack
Parameters

99.60389
(NPCR)

99.60336
(NPCR)

99.61665
(NPCR)

99.61361
(NPCR)

99.60335(Pass)
(NPCR)

(NPCR and
UACI)

33.45831
(UACI)

33.41028
(UACI)

33.4002
(UACI)

33.50219
(UACI)

31.84106(Fail)
(UACI)

Quantitative
Parameters

27.77517
(PSNR)

27.76818
(PSNR)

*27.75781
(PSNR)

28.09171
(PSNR)

28.8455
(PSNR)

(PSNR and
Information
Entropy)

7.99941
(Entropy)

7.999372
(Entropy)

*7.99942418
(Entropy)

7.998185
(Entropy)

**7.999403
(Entropy)

Key space 2216 2126 −2147 2192 2384 ∗2384

Execution
Time (sec.)

13.35349 5.012986 6.103858 3.237254 *0.946774

iii. Conclusion
The proposed image encryption technique incorporates a highly random intertwin-
ing chaotic map and RC4 stream cipher for a random key generation which is uti-
lized in the Confusion and Diffusion process. The results are evaluated on various
performance metrices as shown in Table 1.6.

Following are the inferences drawn from results:

➢ It provides highly scrambled encrypted images that have no visual resem-
blance with the original images. The images obtained after decryption are
visually same as the original ones. This ensures no information is revealed in
visual inspection during transmission.

➢ As the histogram is uniformly distributed therefore this proposed technique is
resistive against statistical attacks.

➢ The encrypted images provide very low values of the correlation coefficients
and have uniform distribution of correlation graphs for all three orientations
with no resemblance to the original one.

➢ It also provides high resistance against differential attacks since NPCR and
UACI values obtained are close to the ideal values for a single bit change in
the key used.

➢ The key space of the proposal is 2384, which makes it extremely resistive
against the brute force attack.

➢ The scheme provides PSNR value as 28.18665 which is appropriate as per the
security requirements.
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➢ The information entropy is close to ideal value i.e. 8.

➢ Finally, the scheme has a faster execution time as compared to the other exist-
ing image encryption techniques and hence proves the suitability in real time
transmission of pictures.

1.10.2 Proposed Technique 2: A Superlative Image Encryption
Technique Based on Bit Plane Using Key-Based Electronic
Code Book

i. Proposed Mechanism
The second proposed encryption scheme works on similar methodologies of Quan-
tum Chaos-based Image Encryption Techniques. Likewise, the first proposal of
this technique also follows three major steps of encryption. These are Key Gener-
ation, Confusion, and Diffusion. The block diagram of the encryption process of
Proposed Technique 2 is shown in Figure 1.7.

 

Encrypted 

Image 

K- times 

Initial 

Condition and 

Control 

Parameters 

Original 

Image 

 

Confusion Diffusion 

IP Block 

(S-BOX) 

(AES) 

 

ECB 

Inter  

Bit Plane 

Scrambling 

 

Bit Plane 

Scrambling 

 

Folding 

in 8 

  Directions 

 

Key Generator  

(Quantum Chaotic Map) 

 

Figure 1.7: Block Diagram of Encryption Process of Proposed Technique 2

The key generator generates the random keys with the help of Quantum Logistic
Maps Eq. (1.9a), (1.9b) and (1.9c).

xn+1 = r
[(

(xn)−|xn|2
)
− yn

]
(1.9a)

yn+1 =−yne−2β + e−β r [(2− xn − x∗n)yn − xnz∗n − x∗nzn] (1.9b)

zn+1 =−zne−2β + e−β r [(2− x∗n)zn −2xnyn − xn] (1.9c)

Where,

x, y and z are the Variables for arrays of random values at n number of discrete values.

n varies from 1 to Length of Key. x0, y0, z0, x∗n, z∗n are the Initial Conditions.
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r is positive constant taken as Control Parameter whose values must be lies in
[
0,4
]
.

β is Dissipation Parameter whose value must be greater than or equals to 6 (β >= 6).

It possesses complex Confusion Processes like bit scrambling [92] on every plane
of the colored images by using Electronic Code Book (ECB) [93] and Initial Per-
mutation (IP) blocks (Similar to S-box of AES) [94]. These two ECB and IP blocks
are dependent on keys and the complete process is iterated according to one of the
key-value (limited to the integer range of 1 to 4) generated from the Quantum
Logistic Map by which the randomness of the system increases. The folding pro-
cedure in all possible directions is done in the Diffusion phase [95]. This step
helps in achieving high NPCR and UACI values [96, 97]. The decryption process
is executed just in the reverse manner to recover the original image from the cipher
image. The novel features of the proposed technique are:

➢ The number of iterations for the Confusion Process is not fixed, it depends on
the key which makes the encryption process more secure. As the key changes,
the number of iterations also changes resulting in increased randomness.

➢ The folding procedure used for the Diffusion process uses different keys for
different directions of folding. This not only increases key space but also
increases redundancy in the process.

➢ In the Confusion Process, ECB and IP block are used to secure the data by
altering the pixels of an image. These two processes are dependent on keys.
With change of key value, the values of ECB, as well as IP block also get
changed and hence enhance the image imperceptibility.

➢ The keys generated from the Quantum Logistic Maps are not used directly.
Instead, they are used to generate a random number of iterations for final key
generation.

➢ Bit plane manipulation of pixels is executed. Both intra and inter bit plane
scrambling operations are performed on all the channels collectively instead
of scrambling the bit planes of R, G, B channels individually.

➢ All the processes utilize different keys, resulting in dissimilar operations for
a separate set of keys.

ii. Results
The simulation results are evaluated on ten images of two different sizes (256×256
and 512×512). The average results of the proposed and studied image encryption
techniques for Proposal-2 are given in Table 1.7. The results are also compared
with different Chaos and Quantum Chaos-Based Image Encryption Techniques
available in the literature.
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iii. Conclusion
The proposed technique utilizes a Quantum Chaotic Map for key generation used in
different processes like generation of ECB, Eight Directions Folding, and a number
of iterations used in overall methodologies. All the encryption processes and also
the number of iterations are key dependent. The image to be encrypted is firstly
confused using ECB, IP, and Inter-intra bit scrambling. The confused image is fur-
ther diffused in the next stage which includes a folding process in eight directions
and the number of folds for each direction depends on key values.

After analyzing the results following conclusions are inferred:

➢ This technique works on bit planes rather than working on bytes, which increases
the entropy and randomness of the encrypted image.

➢ The entropy of the proposed technique is close to 8. Sharing encrypted image is
random in nature.

➢ Due to the dependency on the original image and key generation using the Quan-
tum Chaotic Map, our proposed technique can efficiently resist chosen plaintext
attack and known plaintext attack.

➢ Usage of the multilevel matching process in the Confusion Process requires less
time for execution. Hence, it can be used in wide applications of real time com-
munication.

➢ The speed of execution of the proposed technique is less than almost all the tech-
niques available in the literature. This parameter is dependent on the number of
iterations and also on the length of key. In the proposed technique, the speed is
variable because it is dependent on the key value. This feature makes our pro-
posed technique more secure than any other technique.

➢ The proposed technique can resist to brute force search attack due to large key
space value i.e. 2432.

➢ The proposed technique passes all the test levels of NPCR and UACI and hence
is resistant to differential attacks.

1.11 OBJECTIVES vs OUTCOMES

The outcomes are as follows:

➢ Objective 1: To study various image encryption techniques and find out their
relative merits and demerits.
Outcome: The following steps were taken for accomplishment:
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i. Various existing image encryption techniques shown in Figure 1.4 are stud-
ied and implemented for problem identification.

ii. The merits and demerits based on various essential performance parameters
are listed in Table 1.8 for the techniques available in the literature. It can
be inferred that till date Quantum Chaos-based Encryption Techniques give
optimized results and having best qualities of confidentiality.

Table 1.8: Comparisons of Traditional, Chaos and Quantum Choas Based Cryptography
Techniques

Techniques/
Performance
Metrics

Traditional
Technique

Chaos Based
Technique

Quantum Chaos Based
Technique

Image
Perceptual
Quality
(Snapshots)

Pixel Scrambling: Low Pixel Scrambling: High Pixel Scrambling: High

Statistical
Attack
Parameters
(Histogram and
Correlation
Coefficient (CC))

Histogram: Spiked Histogram: Uniform Histogram: Uniform

CC= Moderate CC= Very Low CC= Very Low

Differential
Attack
Parameters
(NPCR and UACI)

NPCR= Fail,
UACI= Fail

NPCR= Pass
UACI= Pass

NPCR= Pass
UACI= Pass

Quantitative
Parameters
(PSNR and
Entropy)

PSNR= High
Entropy= High

PSNR= Low
Entropy= High

PSNR= Very Low
Entropy= High

Key Space Moderate High High

Execution Time High Moderate Very Low

➢ Objective 2: To propose a new image encryption scheme that should have low
computational time complexity, PSNR value, correlation coefficient.
Outcome: This objective is fulfilled in two phases.
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i. The first proposal was developed in the initial phases of research work and
was based on Chaos Encryption Methodology. The Chaos-based Cryptog-
raphy Techniques were popular due to good security features like high ran-
domness, low correlation, PSNR, and execution time.

ii. In the next stage, the second proposal was designed based on Quantum
Chaos Encryption Methodology. It utilizes uncertainty principles of Quan-
tum Mechanics on Logistic Maps which can enhance the randomness prop-
erty of a ciphered image.

The performance metrics are calculated and analysed by comparing them with the
existing techniques. The results showed optimized values of key size, key space,
entropy, and correlation coefficient with low computational time.

➢ Objective 3: To compare the proposed mechanism with the available schemes
and prove its efficiency.
Outcome: The proposed mechanisms (Proposed Technique 1 and Proposed Tech-
nique 2) are compared with the latest techniques as shown in Table 1.6 of Section
1.10.1 and Table 1.7 of Section 1.10.2 respectively. The proposed mechanism
outperforms their counterparts.

1.12 OVERALL CONCLUSION

In this research work, the first extensive literature survey of image encryption tech-
niques was carried out. In the initial phases of research work, the Chaos-based Encryp-
tion Techniques were surveyed, and a proposal based on the Chaos Encryption Scheme
was developed which outperformed other similar techniques of that period. Afterwards,
Quantum Chaos-based Cryptography Techniques were developed, and a new encryption
scheme was implemented.

The overall inference of the dissertation work is as follows:

i. Image Perceptual Quality: Both proposals are providing a good encrypted image,
it is entirely noise-like and have no resemblance with the original image.

ii. Statistical Attack Parameters: Two parameters are considered for Statistical At-
tack Analysis i.e. Correlation Coefficient and Histogram.

(a) Correlation Coefficient: The correlation among adjacent pixels of encrypted
and plain image should be as low as possible. In both the proposals, the
value is closed to zero, ensuring encrypted image is entirely different from
the original one thus ensuring resistance against statistical attacks.



29 1. INTRODUCTION

(b) Histogram: In both the proposal the histograms were evenly distributed en-
suring that both are not affected by statistical attacks.

iii. Differential Attacks Parameters: The proposal passed theoretical NPCR test
value, but the first proposal failed in passing the theoretical UACI value indicating
that failure against differential attacks. The second proposal passed both NPCR/
UACI theoretical test values hence was successful against differential attacks.

iv. Quantitative Parameters: In this category, two parameters were taken named as
PSNR and Entropy. Both the parameters were found to be having good values in
comparison to other techniques of literature.

v. Key Space: The set of all valid, possible, distinct keys of a given cryptosystem
determines the key space. It must be greater than 2100 for resisting brute force
attacks with the current computational ability of computers. Both the proposed
schemes have good value of key space (Proposal-1 = 2384 and Proposal-2 = 2432)
ensuring resistance against brute force search attack.

vi. Execution Time: The execution time must be as low as possible for practical us-
age. The first proposal nearly overpowered all other techniques of its era while the
second proposal execution time was good in comparison to other techniques.

1.13 ORGANIZATION OF THESIS

The research is organized as mentioned below:

➢ Chapter-2 gives the Literature Survey of image encryption techniques. It de-
scribes existing solutions to preserve image confidentiality on the communication
network. In addition, it describes various categories of all the techniques.

➢ Chapter-3 provides the Proposed Solution-1 based on Chaos Image Encryption
Techniques. The proposed technique is also compared with its counterparts.

➢ Chapter-4 provides another Proposed Solution-2 based on Quantum Chaos Im-
age Encryption Technique. It comprises of the complete mechanism and novel
features of the proposal.

➢ Chapter-5 contains Simulation Set-up Parameters along with Performance Met-
rics used to evaluate the efficacy of the proposed encryption techniques. It also
provides the results of the proposed techniques in comparison to other techniques
of literature.
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➢ Chapter-6 gives details of accomplishment of the Objectives for research with
the Overall Conclusion and Future Scope. It is followed by, References which
are referred throughout the work. In the end, Published Papers in International
Journals and Conferences related to the above defined research are listed.



CHAPTER 2

LITERATURE SURVEY

2.1 INTRODUCTION TO CONFIDENTIALITY

The advancements in technology in the last two decades have provided the world with
systems which can transmit the big amount of data in the form of Texts, Images, Videos,
and Audios efficiently via the generic public networks [98]. These public routes, though
are reliable pathways but are also vulnerable to access by unauthenticated users which
can altered the confidential data and misuse it. Due to the huge amount of vital in-
formation being transmitted from one node to another worldwide via internet, the risk
of digital threats has also increased. Generally, the common user only pay attention
towards the services and its available features but due to lack of deep knowledge of
computer networking, they may not be aware that their system might get exposed to
security attacks. However, there are numerous security solutions available to safeguard
the interest of both individuals and organizations but still many researches are going on
in this field to prevent the network from Cyber-Attacks [99] because internet is the most
versatile and openly accessible to all.

To protect the data on network from intruders, it should be transformed into a secure
format before transmission. This process of altering the plain data into some other
form i.e. in random form which is not understood by intruders is known as Encryption
while the reverse process of recovering plain data from encrypted data is known as
Decryption. Cryptography refers to the entire procedure of Encryption and Decryption
[100]. Lots of research is going on in this field to design and analyze the protocols
that prevent third parties or the general public from accessing private messages. This
chapter explains and compares all cryptography mechanisms, starting from classic to
the latest techniques. This part of the research is a building block of the foundation
in developing the most secure and fast image encryption technique to preserve image
confidentiality on public network.

31
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2.2 SIMULATION SET-UP PARAMETERS FOR
LITERATURE SURVEY

The Simulation Set-up Parameters are given in Table 2.1 for implementation and com-
parison of all Cryptography Techniques. These techniques are implemented in MAT-
LAB Software and examined with the help of various Performance Metrics.

Table 2.1: Simulation Set-up Parameters for Literature Survey

Machine Specifications of Machine
Processor 1.4GHZ Dual-Core Intel Core I5

Memory 4GB Of 1600 MHz Lpddr3

Simulation Platform MATLAB Version 2015

Type of data Specifications of data
Type Color Images

Size Of Images 256 × 256, 512 × 512

Images Source USC-SIPI Image Database [79]

Sample Image 4.1.08 (Flower)

 

Encryption
Techniques

Original Values of Keys for Traditional Techniques or Initial Conditions
and Control Parameters for Chaos and Quantum Chaos-based Tech-
niques

Vigenère, AES: [2b7e151628aed2a6abf7158809cf4f3c]

DES, Blowfish: [133457799bbcdff1]

IDEA: [5a14fb3e021c79e0608146a0117bff03]

RC4: [C3f4fc9088517fba6a2dea826151e7b22b7e151628aed2a6abf7158809cf4f3c]

RC5: [915f4619be41b2516355a50110a9ce91]

RC6: [De37a1fd8492d8efe714f1b7cc783aad]

TDES: [133457799bbcdff19bbcdff11334577933457799bbcdff11]

Chaos 1: [p1= 7, p2= 31, p3= 23, p4= 9, p5= 15, p6= 21, x= 33.1, y= 37.3, z= 35.7]

Chaos 2: g= [4713 654, 84 287, 7487, 1984, 12 314, 10, 74 120, 130 014, 95 210, 1914,
70 553, 2835, 19 800, 299 314, 83 721,610 990, 210, 65 521, 396, 1 109 094,
230 014, 63 010, 10 246]

Chaos 3: [k1= 37.8, k2= 39.8, k3= 37.3] [oddkey1= 1, oddkey2= 5, oddkey3= 99, odd-
key4= 111, oddkey5= 7, oddkey6= 77]

Chaos 4: [a= 1.77, b= 1.67, c= -0.85, d= 2.1, X(0)= 0.6, Y(0)= 0.4]

Chaos 5: [u= 3.99, k1= 0.01, k2= 20, k3= 22, k4= 19 , k5= 34, k6= 40, k7= 36]

Quantum Choas 1: [Q1(0)= 0.463442266, Q2(0)= 0.004532285, Q3(0)= 0.002136285, Q∗1(0)=
0.00186, Q∗3(0)= 0.00398, λ= 3.99, β= 4.489, e1= 99971 and e2= 99809]
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Quantum Choas 2 : [x(1)= 0.4523444336, y(1)= 0.003453324562, z(1)= 0.001324523564,
xncon j= 0.002, zncon j= 0.004, r= 3.9, β= 4.5]

Quantum Choas 3: [a= 3.3, b= 3.45, ξ = 0.001, r= 3.99] β= 6, K(1:16)= [207, 21, 42, 61, 122,
203, 97, 76, 101, 5, 7, 241, 139, 28, 98, 17]

Quantum Choas 4: [a= 1, b= 8/3, c= 28, p= 1.3, q= 2.5, x1(0)= 0.325, x2(0)= 0.0476, x3(0)=
0.1256, x4(0)= 0.0628, x5(0)= 0.15]

Quantum Choas 5: [x1(0)= 0.5, x2(0)= 0.52, x3(0)= 0.53, x4(0)= 0.6, x5(0)= 0.37, x6(0)= 0.46,
x7(0)= 0.38, x8(0)= 0.61, NO= 10000, α= 3.99999, P(0)= 0.49]

Encryption
Techniques

Modified Values (highlighted by red color) of Keys or Initial Conditions
and Control Parameters used for Differential Attack Analysis)

Vigenère, AES: [2c7e151628aed2a6abf7158809cf4f3c]

DES, Blowfish: [143457799bbcdff1]

IDEA: [5b14fb3e021c79e0608146a0117bff03]

RC4: [C4f4fc9088517fba6a2dea826151e7b22b7e151628aed2a6abf7158809cf4f3c]

RC5: [925f4619be41b2516355a50110a9ce91]

RC6: [Df37a1fd8492d8efe714f1b7cc783aad]

TDES: [143457799bbcdff19bbcdff11334577933457799bbcdff11]

Chaos 1: [p1= 7,p2= 31, p3= 23, p4= 9, p5= 15, p6= 21 , x= 33.11, y= 37.3, z= 35.7]

Chaos 2: g= [4714 654, 84 287, 7487, 1984, 12 314, 10, 74 120, 130 014, 95 210, 1914,
70 553, 2835, 19 800, 299 314, 83 721,610 990, 210, 65 521, 396, 1 109 094,
230 014, 63 010, 10 246]

Chaos 3: [k1= 37.81, k2= 39.8, k3= 37.3] [oddkey1= 1, oddkey2= 5, oddkey3= 99,
oddkey4= 111, oddkey5= 7, oddkey6= 77]

Chaos 4: [a= 1.771, b= 1.67, c= -0.85, d= 2.1, X(0)= 0.6, Y(0)= 0.4]

Chaos 5: [u= 3.991, k1= 0.01, k2= 20, k3= 22, k4= 19 , k5= 34, k6= 40, k7= 36]

Quantum Choas 1: [Q1(0)= 0.4634422661, Q2(0)= 0.004532285, Q3(0)= 0.002136285, Q∗1(0)=
0.00186, Q∗3(0)= 0.00398, λ= 3.99, β= 4.489, e1= 99971 and e2= 99809]

Quantum Choas 2 : [x(1)= 0.4623444336, y(1)= 0.003453324562, z(1)= 0.001324523564,
xncon j= 0.002, zncon j= 0.004, r= 3.9, β= 4.5]

Quantum Choas 3: [a= 3.31, b= 3.45, ξ = 0.001, r= 3.99] β= 6, K(1:16)= [207, 21, 42, 61, 122,
203, 97, 76, 101, 5, 7, 241, 139, 28, 98, 17]

Quantum Choas 4: [a= 1, b= 8/3, c= 28, p= 1.3, q= 2.5, x1(0)= 0.326, x2(0)= 0.0476, x3(0)=
0.1256, x4(0)= 0.0628, x5(0)= 0.15]

Quantum Choas 5: [x1(0)= 0.51, x2(0)= 0.52, x3(0)= 0.53, x4(0)= 0.6, x5(0)= 0.37, x6(0)= 0.46,
x7(0)= 0.38, x8(0)= 0.61, NO= 10000, α= 3.99999, P(0)= 0.49]

Various types of cryptography techniques are discussed in detail in the subsequent sec-
tions.

2.3 TYPES OF CRYPTOGRAPHY TECHNIQUES

Several image encryption techniques have been proposed worldwide [30,31,101–103].
These techniques have undergone tremendous advancements due to an increase in the
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volume of data transfer, processing speed, and threats. In the beginning, many tech-
niques suffered different types of attacks like Differential Attacks, Statistical Attacks,
Noise Attacks, Weak Key, Known Key, and Man-in-the-Middle Attacks [84]. To secure
the data from these attacks many improved techniques were introduced with time. The
detailed description of the same is as follows:

i. Traditional Encryption Techniques: These techniques used simple substitution
and shifting procedures to encrypt the data such as Advanced Encryption Standard,
Blowfish, and the Data Encryption Algorithm were used to encrypt text mainly
[104]. These techniques are inefficient when are used to encrypt images [105,
106] due to the inherent characteristics of the images, like high correlation, larger
redundancy, and high computational cost. However, some of the techniques like
RC4, AES, TDES are still in use for key protection or small size image encryption,
but for large size images other techniques are preferred. In this context, Chaos-
based Cryptography Techniques [60, 74, 107–113] were developed to overcome
these constraints in image encryption.

ii. Chaos Based Encryption Techniques: Theses techniques have better security
than Traditional Techniques due to several characteristics like high randomness,
low computation time and high key space value [114]. To effectively apply Chaos
Theory in cryptography, chaotic maps must be implemented in such a way that the
entropy generated by the map should produce the requisite random Ciphered Im-
age. The purpose of encrypting with Chaotic Maps is to provide a high level of se-
curity using one-dimensional [115] as well as multi-dimensional [116,117] chaotic
keys. As a result, an attacker will have a tough task to extract the information with-
out knowing the initial values of chaotic parameters, as well as cryptography keys.
However, most of these techniques have drawbacks such as limited key space and
low computation speed [118] because the amount of data flow on the internet is
continuously rising up. That’s why Quantum Chaos-based Encryption Techniques
were developed to resolve these limitations.

iii. Quantum Chaos Based Encryption Techniques: These techniques [119] have
enhanced efficiency and security due to large key-space, low time complexity, and
high randomness. The encryption is done by utilizing Uncertainty Principles of
Quantum Mechanics on Logistic Maps which increases processing efficiency. The
parallelism and entanglement properties of these quantum computation systems can
efficiently ramp up processing tasks and secure data transfer [120–123]. The most
important feature of Quantum Chaos-based encrypted image is having a No-clone
property. According to this, it is impossible to make an independent and identical
replica of any unknown quantum state. Because of the No-cloning Theorem and
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the Uncertainty Principle of Quantum Mechanics, this strategy is more effective in
protecting image content.

2.4 TRADITIONAL CRYPTOGRAPHY
TECHNIQUES

The traditional cryptography mechanisms worked efficiently for textual data but not for
images as these techniques has low processing speed and randomness. As a result, these
are vulnerable to attacks. Some of the popular Traditional Techniques are explained in
the subsequent subsections:

2.4.1 Vigenère Cipher

Vigenère Cipher [44] is a kind of polyalphabetic ciphers which consist of a series of
different Cesar Ciphers for encryption. Polyalphabetic substitution is the method of
replacing each pixel of the image with the corresponding element based on the given
key value. It is decided with the help of a predefined substitution table shown in Table
2.2 that is named as Vignère Table [124].

Table 2.2: Vigenère Table

<————-Pixel values of Plain Image————->

0 1 2 3 4 5 6 - - - - - - - - - - - - - - - - 254 255
0 0 1 2 3 4 5 6 - - - - - - - - - - - - - - - - 254 255
1 1 2 3 4 5 6 7 - - - - - - - - - - - - - - - - 255 0
2 2 3 4 5 6 7 8 - - - - - - - - - - - - - - - - 0 1
3 3 4 5 6 7 8 9 - - - - - - - - - - - - - - - - 1 2
4 4 5 6 7 8 9 10 - - - - - - - - - - - - - - - - 2 3
5 5 6 7 8 9 10 11 - - - - - - - - - - - - - - - - 3 4
6 6 7 8 9 10 11 12 - - - - - - - - - - - - - - - - 4 5

--
--

-

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

254 254 255 0 1 2 3 4 - - - - - - - - - - - - - - - - 252 253

<
—

—
—

K
ey

Va
lu

es
—

—
—
>

255 255 0 1 2 3 4 5 - - - - - - - - - - - - - - - - 253 254

The table shows a sequence of values from 0 to 255 arranged in ascending order in
the first row. The same sequence is repeated in next row by shifting the sequence
circularly [125] in the left direction. Similarly, each row is generated by rotating the
values of previous row. During the encryption process, the Plain Image’s pixels are
divided into N numbers of blocks, each of which is the same length as the key.
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Figure 2.1: Block Diagram of Vigenère Cipher

After this, a row is chosen based on a key value, and a column is chosen based on
the Plain Image’s pixel value. The matching element from the Vignère Table replaces
the pixel value from the Plain Image. The technique’s most prominent property is that
a repeated pixel value is changed into a different value, resulting in a randomly pixel
distributed image. Using the same Vigenère Table, the original image may be recon-
structed from the Ciphered Image. Decryption can be done by looking up the ciphered
element in the row corresponding to the key value, then the column number same as the
ciphered pixel value will represent the decrypted output, i.e. the original pixel value.
This technique was originally developed by G. B. Bellaso [125] in 1955 and later on be-
came popular in secret writing. The complete process of cryptography using Vigenère
Cipher is shown in Figure 2.1.

2.4.2 Data Encryption Standard

Data Encryption Standard (DES) [45] is one of the earliest Block Ciphers, developed
in the 1970s, at IBM and later adopted by the National Bureau of Standards. The block
diagram for the DES encryption process is shown in Figure 2.2. A Plain Image is



37 2. LITERATURE SURVEY

 

Plain           

Image 

(MxN) 

Cipher 

Image     

(MxN) 

 

Separate image into L   

blocks of 64 bits each 

L=[(MxNx8)/64]  

i=1 Key 
(64 Bits) 

Input Block (i) 

(64 bits) 

Initial Permutation 
(IP) 

Block Separation   

(32 bits each) 

 

 

 

 

Round 1 

Left Half Block  

(Lo) 

 

Right Half Block 

(Ro) 

 

Function 

 

 

 

Round 2 

Left Half Block  

(L1) 

 

Right Half Block 

(R1) 

Function 

 

 

 

Round 16 

Left Half Block 

 (L1) 

 

Right Half Block 

(R1) 

 

Function 

Final Permutation 

(FP) 

Cipher Data 

(64 bits) 

If i ≤ L 

i=i+1 

Permuted Choice-1 

(PC1) 
 (56 Bits) 

Left 

Half 

Right 

Half 

Left    

Rotation 

Left 

Rotation 

Permuted 

Chotice-2 

(PC2) 
(48 Bits) 

Left 

Half 

Right 

Half 

Left   

Rotation 

Left 

Rotation 

Permuted 

Chotice-2 

(PC2) 
(48 Bits) 

Bit Division       

(28 bits each) 

Bit Division     

(24 bits each) 

Left   

Rotation 

Left 

Rotation 

Collect the ciphered data of 

L blocks  

Permuted 

Chotice-2 

(PC2) 
(48 Bits) 

Figure 2.2: Block Diagram of Data Encryption Standard



2.4 TRADITIONAL CRYPTOGRAPHY TECHNIQUES 38

divided into L number of blocks, each block containing 64 bits, and it employs a string
of fixed length, 64 bits. Additional 0s are inserted if the last block does not have 64 bits.
Each block is encoded 16 times using different permuted key versions. The initial key
has a length of 64 bits, with 8 bits set aside for parity tests. Table Permuted Choice-1 is
used to permute the remaining 56 bits. This is then divided into two equal portions, each
with 28 bits, and cyclically rotated by one or two bits to the left. After that, combining
both parts provides a permuted 56-bit result, which is then reduced to 48 bits using
Table Permuted Choice-2. For round 1, this is referred to as the first Subkey applied to
the encryption function. The operation is repeated up to 16 times in order to generate
multiple permuted 48-bit versions, which are fed to each round as a Subkey. To begin,
a single block of data (64 bits) is permuted using the Initial Permutation (IP) Table.
The permuted block is split into two 32-bit halves: left and right. The right half of the
block is given a function, which is then XORed with the left half of the block. The most
difficult component of this encryption process is applying the function. To begin, the
block’s right half is enlarged from 32 to 48 bits and XORed with the first Key. The 48
bits are then separated into 8 parts, each with 6 bits evenly distributed, and 8 S-boxes
are used as substitution boxes to reduce each part from 6 bits to 4 bits. As a result,
the bits of eight blocks are combined and XORed with the remaining Left half block.
The left and right halves of each block are then swapped in the following phase. This
is performed 16 times with 16 round Keys, with the modified left and right half blocks
combined to generate ciphered data in the final step. The same technique is repeated
for all L-blocks, resulting in the encryption of the complete image.

Decryption follows the same mechanism of rounds as encryption does, but in reverse
order with the order of subkeys inverted. Even though the encryption and decryption
processes proceed in a high number of rounds, the DES security mechanism is breach-
able in many ways. Brute Force and Known-plain Text Attacks [126] are most common,
making the technique vulnerable.

2.4.3 International Data Encryption Algorithm

International Data Encryption Algorithm (IDEA) [47] also known as Improved Pro-
posed Encryption Standard (IPES) [127]. It is a symmetric-key block cipher and a
successor of the Proposed Encryption Standard (PES) [128]. This technique entirely
avoids the use of any lookup Tables or substitution boxes. It uses a fixed key size of
128-bits and a block size of 64-bits. Figure 2.3 shows the block diagram of encryption
process of IDEA. The encryption and decryption structures are similar and use eight
full rounds plus an additional half-round, making a total of 8.5 rounds. The various
components included in each round are Bitwise Exclusive-OR (denoted by an encir-
cled + sign= ⊕), modulo 216 Addition (denoted by a squared + sign= ⊞), and modulo
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Figure 2.3: Block Diagram of International Data Encryption Algorithm

216 +1 Multiplication (denoted by an encircled dot= ⊙). Each round uses a total of six
Subkeys, while the half-round uses four Subkeys for both encryption and decryption
processes. So, IDEA uses a total of 52 Subkeys which are obtained directly from the
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initial key. In the Subkey Generation Process, firstly the 128-bit initial key is bifur-
cated into 8 parts of 16 bits each. Then these bits are cyclically rotated in 25 rounds
successively in 7 rounds. By 25-bit left rotation of the key, all the bits of previous ar-
rangement are exhausted. The 896 bits acquired during the course of these seven rounds
are combined and reshaped into 56 sets. In the entire procedure, these 56 sets are used
as 56 Subkeys. Now during the encryption process, the pixels of the Plain Image are
separated into L blocks of 64 bits each. Then one by one every block is encrypted. The
first input block is divided into 4 equal sections which are labeled as A, B, C, and D.
Parts A and Dare modified by modulo 216 + 1 multiplication with the help of Subkey
S(0) and S(4) respectively, while parts B and C are modified by modulo 216 addition
with the help of Subkeys S(1) and S(2) respectively. The result of XORing modified
part A with modified part C is applied to modulo 216 + 1 multiplication with Subkey
S(4). The outcome is updated by modulo 216 Addition with the help of XORed result
of modified part B and D.This part is again modulo multiplied with Subkey S(5) and
this lead to modulo addition with the previously modified part that was received from
S(4). These two segments are XORed with modified parts A, B, C, and D. Part B and
C are swapped and fed to the next eight similar rounds and all the subkeys are utilized.
Lastly, all the encrypted blocks are collected and arranged into M×N sized images.

The same procedure is repeated in reverse order to obtain the Plain Image from
the ciphered image. In this, the encryption Subkeys in the quadratic clusters, like S(0)
to S(3), are substituted in an inverted order, here S(51) to S(48) respectively. While
the paired Subkeys, like S(4) and S(5), are directly substituted, here S(46) to S(47)are
processed in the same way. IDEA is vulnerable to various kinds of attacks like Narrow-
bicliques Attack and Man-in-the-middle Attack.

2.4.4 Blowfish

Blowfish [48] is a symmetric-key block cipher algorithm. Its main component is a
Feistel network, iterating 16 times. It was firstly designed by Bruce Schneier in 1993.
The size of the block used is 64 bits like the DES algorithm. But, unlike DES, it uses
a variable key length of 32-448 bits. Despite having a convoluted initialization, there is
efficient encryption of data. The complete process is done in two parts: Key Expansion
and Data Encryption. A key-expansion part extracts eighteen 32-bit Subkeys from the
initial key and stores them in a P-array which are used in the XORing during encryption
and decryption parts of the algorithm. Each iteration in the data encryption part consists
of four 32-bit substitution boxes (S-Box) with 256-entries each.

The Plain Image is first scanned as a one-dimensional array. It is separated into L
blocks of 64 bits each and entire process of the Blowfish technique is applied on each
block, in sequence. The first 64-bits block is divided into two halves of 32-bits each,
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referred to as the left half and right half blocks. The left half of the block is XORed
with first Subkey of P-array. The resulting 32 bits are divided into four parts of 8 bits
each and applied to four S-boxes which expand the 8 bits into 32 bits. The first and
second expanded results are added and XORed with third expanded bits. Similarly, the
outcome is added with the fourth expanded bits and XORed with the remaining right
half block. These modified right and left blocks are swapped and fed to the next round.
The same process is repeated 16 times with the help of 16 Subkeys. The resulting left
and right half blocks are XORed with Subkey 17 and Subkey 18 respectively. These bits
are then combined into 64 bits. Finally, the Ciphered data from L blocks are assembled
into a Plain Image of the same size. The block diagram of the encryption process is
shown in Figure 2.4.

The reverse procedure is followed to decrypt the Ciphered Image into the Plain
Image. This method’s main drawback is that it can only be applied in circumstances
where the key regularly changes, such communication links. Also, due to the small
block size, files greater than 4 GB are not recommended to be encrypted.

2.4.5 Visual Cryptography

Visual cryptography [49] is the famous technique of hiding the secret messages, like:
images, objects, or texts in multiple shares format. The initial research on visual cryp-
tography was based on two share schemes and constituted only of black and white
components. But in recent years, researchers have explored visual cryptography for

 

 

 

Plain  

Image  

(MxN Bytes) 

 

 

 

Random No. 

Generation 

Encrypted 

Share 2 

 

Decrypted 

Image 

(MxN Bytes) 

 

XOR 

Encrypted 

Share 1 

 

Figure 2.5: Block Diagram of Visual Cryptography

gray-scale and color images too. Along with that, the number of shares has also been
increased beyond two. It is a promising alternative to other image encryption tech-
niques because instead of using complex algorithms for securing the data it uses the
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visual perception which is very simple to implement and executed. Hence, this adds an
additional layer of security. Random values in the range of 0 to 255 are used to build a
matrix of the same size as a Plain Image. The block diagram of visual cryptography is
shown in Figure 2.5. Two shares are created with the help of this random matrix, whose
pixel values are replaced with the Plain Image’s pixels according to a set criterion. The
two shares in the B/W picture encryption process have pixel pairs in the order BW or
WB that overlap to form the final images. The overlap method is simply XORing the
components, which makes the process simple and efficient. As a result, image decryp-
tion is impossible until the intruder has both the shares and the password. Though this
technique is very simple and fast, yet it is vulnerable to attacks [56] since all the packets
or shares passes through the same network.

2.4.6 Rivest Cipher 4

Rivest Cipher 4 (RC4) [50] is a remarkably fast and simple symmetric key stream cipher
technique. It was first designed by Ron Rivest in 1987 originally as a trade secrets but
was leaked a few years later in 1994 [108]. The algorithm uses a key length varying
from 1-256 bytes. A pseudo-random sequence is generated to encrypt the original image
using bit-wise XOR operation. In this technique, the key is fed to a pseudo-random byte
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generator with the help of Key Scheduling Algorithm (KSA) where a randomized array
is created using the key and an additional array. The additional array is the one that
consists of 0 to 255 values in sequence. During encryption, the Plain Image is divided
into L blocks of 64 bits each, and each block is bit-wise XORed with the pseudo-random
generator’s output one by one as shown in Figure 2.6.

The decryption process follows the same mechanism but in reverse order. Regard-
less of its simplicity, speed, and easy implementation, its applications are limited be-
cause it possess several vulnerabilities such as In-variance Weakness [50], which uses
numerous partial plain-texts recovery attacks to steal data like credit card numbers,
passwords, etc. To make RC4 robust against this and other types of attacks, various
variants like RC4A, spritz, RC5 and RC6 have been developed.

2.4.7 Rivest Cipher 5

This Symmetric-key Block Cipher is a successor of RC4 [51]. The block diagram of
Rivest Cipher 5 (RC5) is shown in Figure 2.7. RC5 was also developed by Ron Rivest,
seven years after its predecessor RC4 was developed, in 1994. The encryption and
decryption processes are similar to RC4 and also simple to implement. More impor-
tantly, it is a straightforward structure which is useful for memory constrained devices
like smart cards. The Plain Image is divided into L blocks of 32 bits, and each part
is encrypted one after another. The algorithm can use a key size varying from 0–2040
bits (with a recommended size of 128 bits), and the key schedule is more complex than
its predecessor i.e. RC4. Each byte of the key is first converted into c-Words whose
value is decided with the help of the key up to four decimal places. If the final value
is a complex number, the rounded value is considered. This component is then mixed
with two Magic Components, Pw and Qw which are used to initialize total t-Words i.e.
2×(no. of rounds+1). It is used for initializing the array of N number of Subkeys. These
Subkeys are then utilized in N rounds of identical processes. Each round performs the
mixing of secret Subkeys with original data.

During the encryption process, the first block is separated into two equal parts: A
and B. The two halves are first XORed and then cyclically rotated in the left direction
as per the value of corresponding Subkeys. The resultant sequence is then added with
the first Subkey and subsequently, the two halves are swapped. Again, the two halves
were XORed with each other and cyclically rotated with B (second half value) times
and XORed with the second Subkey. This process is repeated with an N number of
rounds where N is user defined. The cipher uses a variable block size, which can be
32, 64, or 128 bits, and the number of rounds varies from 0 to 255. It is recommended
to use 18–20 rounds for a fast and secure implementation. Its main limitation is that a
differential attack using 244 chosen plaintexts that can break 12-rounds for 64-bit block.
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The decryption process is same as the encryption process but in reverse order.

2.4.8 Rivest Cipher 6

Rivest Cipher 6 (RC6) [52], a symmetric-key block cipher is a successor of the RC4
and RC5 algorithms. It was developed by Ron Rivest and others in 1998.The algo-
rithm uses a key size of 128, 192,and 256bits up to 2040 bits and uses a block size of
128-bits.It uses a Feistel network, the structure of which is very similar to RC5, with
data-dependent rotations, modular addition, and XOR operations. RC6 could be in-
terpreted as interweaving two parallel RC5 encryption processes, though RC6 uses an
extra multiplication operation to make its rotation dependent on every bit in a word.
Both the algorithms have a similar key expansion as both use a key of t words for Sub-
keys, which is generated from the predefined initial key. But RC6 uses four w-bit word
registers instead of two. It also includes elements like a quadratic equation and integer
multiplication as a part of the transformation. The Plain Image is divided into L blocks
of size 64-bit each, encrypted one after another.

Key generation and encryption are the two major operations of this technique. In
key generation, the same magic parts, Pw & Qw, are taken as in RC5. These are utilized
as an initial part for mixing with the original key. As a result, numerous Subkeys are
generated and used at various stages of the encryption process. During the encryption
process, the first half of the block is divided into four equal-length pieces A, B, C, and
D. Part A is XORed with part C. The first and second Subkeys are added with parts B
and D respectively. The updated parts B and D are subjected to a function in which
these parts are doubled and incremented by one, and then circularly shifted to the left
direction by four bits. With the XORed A and C, these results are employed by circular
shift in the left direction. The next two Subkeys are then added to this result. Parts A
and C have been replaced with parts B and D respectively. As shown in Figure 2.8, this
process is continued until all the blocks have been encrypted.

The same process is used in reverse order to decrypt the encrypted image. The
shortcomings of the predecessors of RC6 were largely overcome and there is no prac-
tical attack which can breach RC6 in a reasonable amount of time. This characteristic
makes this encryption technique more efficient and secure to utilize for real time com-
munication.

2.4.9 Triple Data Encryption Standard

Triple Data Encryption Standard (TDES) [53] also known as Triple Data Encryption
Algorithm (TDEA), is a symmetric-key block cipher. As the name suggests, the algo-
rithm utilizes the DES algorithm in all three processes i.e. encryption, decryption, and
key generation processes. The Plain Image is firstly separated into L blocks of 64-bits
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each and then each block is encrypted one after another. The original key, K of 56-bit
is distributed to three parts of TDES, which consists of three different DES keys K1,
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K2, and K3. The total length of three TDES keys becomes 168 bits. TDES uses these
keys for the encryption and decryption processes. The process of selection of the keys
is known as the keying option. The TDES process provides three keying options as
follows:

➢ Keying option 1 – All the three keys are independent from each other. It is the
most reliable keying option and is not vulnerable to any known practical attacks.

➢ Keying option 2 – K1 and K2 are independent, while K3 is the same as K1.
It is resistant against meet-in-the-middle attack but is vulnerable to attacks like
chosen-plaintext.

➢ Keying option 3 – All the three keys are identical. It is the weakest keying option.

Regardless of the keying options, the encryption processes of TDES use K1 to encrypt,
K2 to decrypt, and K3 to encrypt the data again. Similarly, the decryption processes
use the respective keys to decrypt, encrypt and decrypt the data. Figure 2.9 shows
the block diagram of TDES. As the speed of data communication increases, there is a
severe constraint on the TDES process to finish this in lesser and lesser time. It causes
discomfort for users because it takes an unusually long time to execute. For the same
reason, it is resistant to Brute Force Search Attack also.

2.4.10 Advanced Encryption Standard

Advanced Encryption Standard (AES) [54] is a symmetric-key algorithm belonging to
the Rijndael cipher family. Specifically, three different members of the family were
adopted by the National Institute of Standards and Technology, U.S. as AES [129]. It
utilizes a substitution-permutation network structure, while the previously used DES
technique was based on the Feistel network. It had an equal block size of 128-bit but
had varying key sizes of 128, 192, 256-bits signifying increase in security with the
increase in bits [94]. As AES is used with larger key bits, the number of cycles of
repetition (rounds) increases, resulting in increase in the strength. The key expansion
is the first and most important stage in creating Subkeys for each round. There is an
extra Subkey for the Add Round Key phase. For key sizes of 128, 192, and 256 bits, the
number of rounds required to encrypt a block of 128 bits is 10, 12, and 14 respectively.
A single round is executed in four required steps are:

i. Byte Substitution

ii. Shift Row

iii. Mix Column
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iv. Add Round Key

These steps are executed for the first 9, 11, and 13 rounds of variable key sizes 128,
192, and 256-bits respectively. In addition, the Add Round Key step is applied at the
start of the encryption process. The last round follows the same steps except for the
Mix column step as shown in Figure 2.10. To begin, each Plain Image’s pixel is placed
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in an array and divided into L blocks of 128 bits each. Each block is encrypted one after
another in succession. In the final stage, all of the encrypted pixels are collected and
organized to match the Plain Image’s dimensions.

Decryption follows the same steps as encryption, but in reverse order to recover
the Plain Image from the ciphered image. Researchers also introduced three different
versions of AES. All three versions of AES have a very similar key schedule and use a
significant number of Subkeys, such as eleven Subkeys in the 128-bit version.AES tech-
nique organizes data in two dimensions of size M×N after processing, which exhibits
nonlinear effects resulting in enhanced security. Also, this technique is resistant to brute
force search attack [117]. Hence AES algorithms are comparatively more secure.

2.4.11 Comparison of Traditional Cryptography Techniques

The overall comparison of traditional cryptography techniques on image data based
on performance metrics is shown in Table 2.3. The highlighted values in green color
specify the satisfactory or desired results which are satisfying the significant values of
performance metrics.

Table 2.3: Overall Comparison of Traditional Cryptography Techniques

Cryptography
Techniques

Image
Perceptual

Quality

Key
Space

CC NPCR UACI PSNR Entropy
Execu-
tion
Time
(Sec.)

Vigene‘re
Cipher

2128

(M)
0.2543

(H)
0.0625
(Fail)

0.0004
(Fail)

26.9690
(M)

7.8687
(M)

0.0788
(L)

DES 256

(L)
0.0181
(M)

0.9967
(Pass)

0.3339
(Pass)

28.0967
(M)

7.9568
(H)

31.4582
(M)

IDEA 2128

(M)
0.0310
(M)

0.9950
(Pass)

0.3343
(Pass)

28.1452
(M)

7.9616
(H)

27.2763
(H)
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Cryptography
Techniques

Image
Perceptual

Quality

Key
Space

CC NPCR UACI PSNR Entropy
Execu-
tion
Time
(Sec.)

Blowfish 264

(L)
0.0219
(M)

0.9964
(Pass)

0.3355
(Pass)

28.1798
(M)

7.9576
(H)

12.9787
(M)

Visual
Cryptography

Not
defined

-
0.0052

(L)

3.45E-
05

(Fail)

2.06E-
07

(Fail)

28.1113
(M)

7.9937
(H)

0.0582
(L)

RC4 2256

(H)
0.0028
(VL)

0.9966
(Pass)

0.3354
(Pass)

28.0527
(M)

7.9919
(H)

0.3171
(L)

RC5 2128

(M)
0.0548
(M)

0.9955
(Pass)

0.3323
(Pass)

28.1598
(M)

7.9581
(H)

35.5005
(H)

RC6 2128

(M)
0.0216
(M)

0.9962
(Pass)

0.3362
(Pass)

28.1143
(M)

7.9870
(H)

43.2162
(H)

TDES 2168

(M)
0.0326
(M)

0.9952
(Pass)

0.2278
(Fail)

28.1747
(M)

7.9560
(H)

94.6852
(H)

AES 2128

(M)
0.0141
(M)

0.9962
(Pass)

0.3350
(Pass)

28.1161
(M)

7.9867
(H)

4.3634
(L)
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From the Table, it can be seen that none of the techniques provides good results for
all the performance metrics. To overcome the limitations of the traditional techniques
another class of techniques known as chaotic cryptography techniques were developed.
These were having good values for entropy, speed of execution as well as has large key
space value. The next section provides a detailed description of few chaotic encryption
techniques available in the literature.

2.5 CHAOS CRYPTOGRAPHY TECHNIQUES

As discussed above, traditionally designed encryption techniques [107] were complex
and mainly compatible with texts. These techniques have low randomness, limited
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Figure 2.11: Chaos Based Image Encryption Technique

key size, and require large processing time to encrypt images. For this reason, the
need for more secure and fast techniques was felt. Chaos-based techniques [68] were
developed which fulfilled this objective to large extent. The logistic maps [61] are very
popular for random number generation over a discrete range of input. In this kind of
cryptography mechanism, secret keys are generated with the help of chaotic logistic
maps and utilized at multiple levels of the encryption process, as shown in Figure 2.11.
During the process, the pixel positions and values are both modified, which are termed
as Confusion and Diffusion respectively. This leads to a higher degree of randomness
in the encrypted images. Some of the popular Chaos-based Encryption Techniques are
described in the following sub sections.

2.5.1 Chaos 1: A New Image Encryption Scheme Based on
Chaotic Function using Linear Congruence

An image encryption algorithm is developed by François et al. [65] to utilize the lin-
ear congruence based chaotic function to generate large key spaces. The author mainly
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targeted the correlation between the neighboring pixels of the Plain Image to enhance
the property of randomness in the Cipher Image. In the first step, the image is trans-
formed into a binary one-dimensional vector Ib

0 and a pseudo random seed ‘g’ of the
same length of Ib

0 is generated with the help of chaotic function [130]. The position
of the pixels is modified with the help of pseudo-random seed ‘g’ and the scrambled
pixel values are stored in vector x. Next, a new scrambled vector Ib

m is generated by
adding the pixel values of Ib

0 and with the pixel value of Ib
0 whose position lies at value

x. This process is repeated for R rounds (obtained from 3 round keys R1, R2, and R3) as
shown in Figure 2.12 and finally the encrypted stream is reshaped as in the dimensions
of the original image.In the final step, the obtained stream is reshaped to dimensions of
the original image. The decryption process is carried out in exactly reverse order. The
benefit of this algorithm is, it offers strong resistance against brute-force attack.

2.5.2 Chaos 2: An Intertwining Chaotic Maps-based Image
Encryption Scheme

The concept of a Modified Classical Logistic Map was introduced by Sam et al. [64] in
2012 and named it Intertwining Chaotic Maps. These maps are used for the generation
of Chaotic Keys utilized to perform Confusion and Diffusion Processes of encryption.
These maps have highly random properties in comparison to a classical logistic map.
The complete cryptosystem consists of four encryption processes i.e. Permutation to
change the pixel value, Byte Substitution to enable the Confusion Process, Nonlinear
Diffusion, and Sub-diagonal Diffusion along with Key Generation. Three sets of chaotic
keys (x, y, and z) are generated with help of proposed intertwining chaotic maps [131]
to encrypt the R, G, and B planes. Each map is iterated M× N times (size of a plane of
the original image) in order to generate a random matrix of a size compatible with the
Plain Image.

In the Confusion Process, initial permutation is carried out to scramble the pixel
positions with the help of predefined six random values (p1, p2, p3, p4, p5, and p6)
and then the resulting image is XORed with the first chaotic key(x). After this, pixel
values are substituted with the help of an S-box (16× 16) same as done in AES [129].
The resulting image is XORed with the second Chaotic Key (y). In the Diffusion Pro-
cess, pixel values are modified in two steps i.e. Nonlinear Diffusion and Sub-diagonal
Diffusion. The Nonlinear Diffusion is obtained by rotating bits of a pixel in the right
direction five times and then XORing with the first Chaotic Key (x). Next, the pixel
value is modified in the Sub-diagonal Diffusion step by XORing the first and second
pixel. The resulting value is XORed with the third-pixel value and the similar process
continues till the last pixel gets modified. In the last step, diffused image is XORed
with the third chaotic key (z).
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Two rounds of iterations are carried out to enhance randomness. The complete
encryption process is shown in Figure 2.13. The same process is carried out to decrypt
the encrypted image but in reverse order. This cryptosystem is robust against known
Plaintext and Brute Force Attacks. Further, it also provides good coherence in Key
Space Analysis, Differential Analysis, and Statistical Analysis.

2.5.3 Chaos 3: A Novel Image Cipher Based on Mixed
Transformed Logistic Map

A Mixed Transformed Logistic Map was used to design a cryptosystem for encryption
of colored pixels by Sam et al. [66] in 2012. The encryption process uses nine keys, six
of which are denoted as odd secret keys while the rest three (x, y, z) are Chaotic Keys.
The three Chaotic Keys x, y, and z are of the same size of the Plain Image which is
generated with the help of Mixed Transformed Logic Maps. Like every chaotic based
encryption technique, this technique is also having Confusion and Diffusion Processes.

 

  1                 2         ……….         N   

 

 

   2   

 

…….. 

 

 
    M               M+1        ……          MN            

Figure 2.14: Zig-zag Diffusion

Initially, the pixel positions are permuted with the help of six odd keys and XORed with
the first Chaotic Key (x). The Diffusion Process is completed in two steps i.e. Nonlinear
Diffusion and Zig-Zag Diffusion. In the Nonlinear Diffusion, bits of pixels are rotated
four times in the right direction and the result is XORed with a Second Chaotic Key
(y). In the Zig-zag Diffusion, the colored image is separated into three (red, green, and
blue) channels and is processed in a Zig-zag direction as shown in Figure 2.14 to obtain
intra-channel mixing. On the resulting Zig-zag positions, pixels are XORed with the
Third Chaotic Key (z).The block diagram of the technique based on Mixed Transform
Logistic Maps is shown in Figure 2.15.

For decryption, the same procedure is carried out in the reverse direction. This
process reduces the vulnerability against well-known differential attacks [132]. The
algorithm has shown good coherence in various attack analysis including key space
analysis, differential analysis, and statistical analysis [133].
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Figure 2.15: Block Diagram of Technique Based on Mixed Transformed Logistic Map

2.5.4 Chaos 4: An Effective Image Encryption Scheme Based on
Peter De Jong Chaotic Map and RC4 Stream Cipher

Hanchinamani and Kulkarni [67] proposed a technique based on Peter De Jong chaotic
map and RC4 Stream Cipher to generate a highly random cryptosystem. The encryp-
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tion process is completed in three major steps i.e. Pixel Permutation, Pixel Rotation,
and Diffusion to encrypt an image of size M×N. The algorithm utilizes Peter De Jong
Chaotic Map [134] and generates the two sets of keys (x and y) 128 keys each with the
help of six secret keys, as initial input condition parameters. As a result, total of 256
key values are obtained. The Key Scheming of round key generation is given in Table
2.4.

Table 2.4: Key Scheming

KEY VALUES (0:256)
ROUNDS Key values (0:127) Key values (128:255)

1 x(0), x(1), x(2), ......x(127) y(0), y(1), y(2), . . . . . . .y(127)

2 x(128), x(129), . . . ..x(255) y(128), y(129), . . . . . . .y(255)

3 x(256), x(257), . . . ..x(383) y(256), y(257), . . . . . . .y(383)

So on.. . . . .. . . . ..

The process is iterated two times to attain a high level of security. The resultant values
of x and y are placed in PM and PN respectively. The sorted values of PM and PN are
placed in PM′ and PN′ respectively. Now the pixel’s positions are permuted row wise
and column wise according to the values of PM′ and PN′. After this a Pseudorandom
Stream is generated with the help of RC4 Stream Cipher Technique, keeping PM′ and
PN′ Values as input. The resulting stream is used for scrambling a pixel’s bit position
by applying rotation in the left/right and up/down direction. A Pseudo-random Stream
is generated again with the help of an RC4 Stream Generator. It is used in the final
step which includes a Forward and a Backward Diffusion on the rotated image. The
cryptosystem is very effective, and it maintains a high level of security by applying
only two rounds of encryption processes. The complete encryption process is shown
in Figure 2.16. For decryption, the same process is followed but in reverse order. It is
highly resistant against Brute Force, and Differential Attacks.

2.5.5 Chaos 5: An Innovative Image Encryption Scheme Based on
Chaotic Map and Vigenère Scheme

In 2016 Bansal et al. [68] introduced a technique based on Chaotic Map and Vigenère
Scheme for encryption of a color image. This encryption technique consists of two
iterative states i.e. Diffusion and Confusion. The technique employs a very complex
method of key generation in which different sets of Chaotic Keys is used at every stage
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of encryption. Due to this, the cryptography technique is highly robust against Chosen
and Plain-text Attacks.

In the Key Generation, predefined seven random secret keys (k1–k7) are used to
generate random sequences for encryption as explained in Table 2.5. It is done by two
subprocesses, one subprocess utilizes Sine Map [135] and another is a combination of
the Logistic Map and Intertwining Chaotic Map [131].

Table 2.5: Details of Key Generation for Encryption Process

Channel Secret
key

Name of Chaotic
Map

Resulted
sequence

Size Purpose of sequence
Generation

k1 Sine Map Sin c 1:N Confusion Process

Sin d 1:M Diffusion Process and
Vignère Matrix Creation

x-channel k2,k5 Intertwining
Chaotic Map

xlog c 1:N Confusion Process

and Logistic Map xlog d 1:M+N Diffusion Process and
Vignère Matrix Creation

y-channel k3,k6 Intertwining
Chaotic Map

ylog c 1:N Confusion Process

and Logistic Map ylog d 1:M+N Diffusion Process and
Vignère Matrix Creation

z-channel k4,k7 Intertwining
Chaotic Map

zlog c 1:N Confusion Process

and Logistic Map zlog d 1:M+N Diffusion Process and
Vignère Matrix Creation

The resultant sequences are the key values for encryption of red, green, and blue color
planes, which are denoted as x-channel, y-channel, and z-channel respectively. The
encryption process consists of two stages i.e. Diffusion and Confusion. The three steps
of the Diffusion stage i.e. Pixel Permutation, Forward and Backward Diffusion are
done by matching process with the help of Vignère Tables. The Tables are generated
according to the sine map and logistic maps. In the Confusion Process, the image
is divided into two sequences. One sequence will contain row values and the other
sequence contains column values. Then the row and column numbers of a pixel are
permuted by sine map and z-channel generated sequences respectively. The same steps
are repeated for green and blue components. In the end, the Cipher Image is formed
by the concatenation of all the three modified planes. Figure 2.17 shows the complete
encryption process. The same process is carried out in a reverse manner to decrypt the
image at the receiver side.
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Figure 2.17: Block Diagram of Technique Based on Chaotic Maps and Vigenère Scheme

2.5.6 Comparison of Chaos Cryptography Techniques

The cryptosystem consumes very less time for execution and provides good results
of parameters like PSNR and Unified Average Changing Intensity (UACI). Its perfor-
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mance is better than its predecessors. Overall comparison of the Chaos-based Encryp-
tion Techniques is given in Table 2.6.

Table 2.6: Overall Comparison of Chaos Cryptography Techniques

Cryptography
Techniques

Image
Perceptual

Quality

Key
Space

CC NPCR UACI PSNR Entropy
Execu-
tion
Time
(Sec.)

Chaos 1 2216

(H)
-0.0101

(M)
0.9963
(Pass)

0.3344
(Pass)

27.7752
(M)

7.9979
(H)

34.4010
(H)

Chaos 2 2126−
2147

(M)

**
0.0015
(VL)

0.9959
(Pass)

0.3341
(Pass)

27.7682
(M)

7.9976
(H)

5.3675
(L)

Chaos 3 2192

(M)
0.0059

(L)
0.9962
(Pass)

0.3344
(Pass)

27.7578
(M)

7.9979
(H)

16.8317
(M)

Chaos 4 **
2384

(VH)

0.0018
(VL)

0.9965
(Pass)

0.3347
(Pass)

28.0917
(M)

7.9932
(H)

14.5711
(M)

Chaos 5 *
2448

(VH)

0.0016
(VL)

0.9961
(Pass)

0.3348
(Pass)

27.7681
(M)

**
7.9985

(H)

0.9051
(L)

The values highlighted in green color indicates the range of satisfactory values of a
particular performance parameter as explained previously. Single star(*) indicates best
results and double star(**) represents the second-best results based on performance
metrics. The results of Traditional cryptography and Chaos-based Cryptography Tech-
niques are compared based on Tables 2.3 and 2.6 respectively. After comparison, it is
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shown that Chaos-based Cryptography approaches perform significantly better through-
out all categories. The Chaos-based Techniques provide good correlation and entropy.
The results of NPCR and UACI tests are in the favorable range which shows that the
techniques are highly resistant against differential attacks. Most of the performance
metric values in Table 2.6 are either in green color or are star marked (*). Chaos 5
technique is best in its category and is showing satisfactory results for most of the pa-
rameters. However, there is a scope of improvement for processing time and Key Space
to make the technique fast and attack resistant.

These classical chaotic cryptography systems generated with the help of Logistic
Maps are sensitive to initial conditions and generates a highly random encrypted image.
But further improvements in entropy, pixel sensitivity, and other parameters like exe-
cution time are identified in this survey. In the following sub sections, major Quantum
Chaos-based Encryption Techniques are discussed.

2.6 QUANTUM CHAOS CRYPTOGRAPHY
TECHNIQUES

In the Quantum Cryptography techniques, Quantum Chaos [31] Based Logistic Maps
are used to generate a wide range of random key values to encrypt images. The Quan-
tum Logistic Maps [136] has the tendency to enhance the randomness and processing
speed with a large key-space which results in highly pixel scrambled image. These
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Figure 2.18: Chaos Based Image Encryption Technique

maps are the enhanced form of Logistic Maps which are formed by applying con-
cept of Quantum Mechanics such as Heisenberg Uncertainty Principle on the Chaotic
Maps. It is evident in many recent researches that the use of this technique generates a
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Hyper-chaotic Cryptography System. The block diagram of encryption process based
on Quantum Chaos Technique is shown in Figure 2.18.

2.6.1 Quantum Chaos 1: An Image Encryption Scheme Based on
Quantum Logistic Map

Akhshani et al. [70] proposed an image encryption technique based on a Quantum
Chaos Logistic Map in 2012. The complete encryption algorithm is shown in Figure
2.19. Initially, the Plain Image P(M×N) is transformed into a 1-D array I((M×N)×1)
in which each entry is filled up by combining four pixel values of the Plain Image. The
Quantum Logistic Map [136] is used to iterate one thousand times with the help of
Initial Conditions and Control Parameters to remove transient effects. Then the Ini-
tial Condition values of x, y, and z are updated after 1001th iteration. Now, the same
process of iteration is carried out once again by keeping the updated initial condition
values as the input. A modified sequence is generated by applying function E on array
I and Chaotic Sequence (x and y) as defined in Eq. (2.1a) and (2.1b). The function E is
defined in Eq. (2.1c). The three equations are defined as follows:

C(i) = E[x(i), I(i)] (2.1a)

C(i) = E[y(i), I(i)] (2.1b)

E[a,b] = floor
((

a×232)mod 232)⊕b (2.1c)

Where,
x and y are the Chaotic Sequences.
I is 1-D array of Plain Image.
a and b are the arbitrary variables for function E.
⊕ represents Exclusive-OR Operation.

In every iteration, the value of Control Parameter will be modified with the use of
simple mathematical operations on C(i) and z(i). In this way the complete image (I) is
transformed into a Cipher Image. K is the iteration control variable, set to be true till
all the above defined steps are completed. For decryption, the same process is carried
out but in reverse direction.

2.6.2 Quantum Chaos 2: A New Approach to Chaotic Image
Encryption Based on Quantum Chaotic System, Exploiting
Color Spaces

In 2013, Abd El-Latif et al. [69] introduced an image encryption technique that en-
hanced the robustness of the test image by exploiting color spaces. In this technique,
the pixel values, positions, and color planes are modified. It consists of four steps



2.6 QUANTUM CHAOS CRYPTOGRAPHY TECHNIQUES 66

 

 

 

 

Plain  

Image 

P(M x N) 

Initial Conditions and Control Parameters  

Convert 

 image into  

1D array  

𝐼 ቀ
𝑀𝑁

4
ቁx1 

 

Set  

K= false 

and  

 i=1 

Quantum Chaotic 

Logistic Map  

Set 

x(0)= x(1000), 

 y(0)= y(1000),  

z(0)= z(1000) and i= 0 

 

Quantum Chaotic  

Logistic Map  

C(i) = E(x(i), I(i)) 

C(i) = E(y(i), C(i)) 

i=i+1 

is   

i < M x 
𝑁

4
 

is   

K=True  

Modify r  

  using z(i) and 

 C(i) 

Yes 

Yes 

 No 

No 

Transform array  

C(1: 
𝑀𝑁

4
  ) 

into C(MxN) 

No 

Cipher  

Image  

P(M x N) 

 

is 

i <1001 

Yes 

 

Figure 2.19: Block Diagram of Image Encryption Technique Based on Quantum Logistic Map
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i.e. Key Generation, Scrambling the Luminance (Y component of image [137]), Diffu-
sion, and Confusion as shown in Figure 2.20. The Adaptive Quantum Chaotic Logistic
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Figure 2.20: Block Diagram of Technique Based on Quantum Chaotic System, Exploiting
Color Spaces

Map [121] is used to generate chaotic keys for Diffusion and Confusion Processes, ap-
plied on pixels of a Plain Image. The number of iterations equal to the size of the Plain
Image are performed to provide a wide range of complexity in the Key Space. Firstly,
the color image is transformed into YCbCr color model. The Y component of the im-
age contains maximum frequencies of information. Therefore, only the Y component
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is processed with Linear Wavelet Transform(LWT) and the pixel positions are scram-
bled with the help of 2-D Toral Automorphism Map [138]. To recover the image in the
same format, Inverse Linear Wavelet Transform (ILWT) [139] is applied and get trans-
formed into a RGB color model. The color image is diffused in horizontal and vertical
directions according to the key sequence KCQ. In the final step, the diffused image is
XORed with the second quantum key K. This step is classified as a Confusion Process.

The same process is carried out in a reverse manner to retrieve the original image
from the encrypted image at the receiver side. This technique is resistant against brute
force search attack due to its large key size. This performs better than Chaos-based En-
cryption Techniques in terms of randomness. However, the correlation coefficient and
processing speed need improvement. The next scheme works upon these limitations.

2.6.3 Quantum Chaos 3: A Novel Color Image Encryption
Algorithm Based on Quantum Chaos Sequence

In 2017 H. Liu and C. Jin [71] proposed a color image Quantum Chaos-based Encryp-
tion Technique. The technique utilizes a Quantum Logistic Map for the generation of
initial conditions, control parameters and an Arnold Map for pixel scrambling. The
cryptosystem consists of three major steps: generation of initial conditions & control
parameters, permutation, and diffusion, as shown in Figure 2.21.

i. Generation of Initial Conditions and Control Parameters: The process is com-
pleted in five steps as defined in Table 2.7. A Control Parameter ti is generated in
each step with the help of pre-defined sixteen secret keys, K1 to K16. The Two-
Dimensional Logistic Map and a Quantum Chaotic Map are coupled together to
generate Pseudo-random numbers in the range [0,1]. This type of coupling is called
Nearest-Neighboring Coupled Map Lattice [140].

Table 2.7: List of Variables for Generation of Initial Conditions and Control Parameters

Steps
Control Parameter (ti) used in Iteration

Process
Initial Conditions and Control

Parameters

1 t1, t2, t3, t4 µ1, µ2, δ1, δ2

2 t5, t6, t7 a1, a2, a3 and b1, b2, b3

3 t8, t9, t10 Ku1, Ku2, Ku3

4 t11, t12, t13 Kv1, Kv2, Kv3

5 t14, t15, t16 x′0, y′0, z′0
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Figure 2.21: Block Diagram of Color Image Encryption Algorithm Based on Quantum Chaos
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Table 2.8: Diffusion Process of R Plane with Eight Direction Folding

Round Folding
Directions

Key Matrix
X

Diffusion of
Portion 1

Diffusion of
Portion 2

1 (Top to Bottom)

2 (Diagonal Right Top to
Left Bottom)

3 (Right to Left)

4 (Reverse Diagonal Right
Bottom to Left)

5 (Bottom to Top)

6 (Diagonal Left Bottom to
Right top)

7 (Left to Right)

8 (Reverse Diagonal Left
Top to Right Bottom)
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ii. Permutation Process: The pixel scrambling is done with the help of general
Arnold Transform as described by Eq. (2.2):

[
x′

y′

]
= An

[
x

y

]
+

[
Ku

Kv

]
(mod 256) (2.2)

Where,

n is the no. of iterations for matrix A (for best results, n must be set to 6 [71]).

Transform Matrix A =

[
1 a
b ab+1

]

The Arnold Map [71] is a form of chaotic system which produce a sequence of
dynamic range of mixed values based on its four input key values i.e. for Red Plane
of image a1, b1, Ku1 and Kv1. Similarly for Green and Blue Plane corresponding
key values a2, b2, Ku2, Kv2 and a3, b3, Ku3, Kv3 respectively are used. These
key values are also generated with the help of Two Dimensional Coupled Quantum
Chaotic Maps. Hence the permuted image is super scrambled due to the use of
different chaotic map (Arnold Map) and Quantum Chaotic Maps at multi-levels.

iii. Diffusion Process: In this process, folding of the permuted matrix is applied in
eight directions on each plane. The matrix R is divided into two portions as RT
(Top of R plane) and RB (Bottom of R plane). The XOR operation is done on
RT & RB with the corresponding portion of random matrix X and the remaining
part is XORed with the modified portion. Similarly, folding of planes is also done
in diagonally right top to left bottom, vertically right to left, reverse diagonally
right bottom to left, horizontally bottom to top, diagonally left bottom to right top,
vertically left to right and reverse diagonally left top to right bottom direction. The
complete rounds of diffusion steps for the R plane are presented in Table 2.8 and
the algorithm for the Diffusion Process is also provided. The algorithm for folding
process of R plane is defined below:

Algorithm for Folding Process in Eight Directions of R Plane

Round 1 (Top to Bottom Folding)
RT ′ = RT ⊕XT

RB′ = RT ′⊕RB

Round 2 (Diagonal Right Top to left Bottom Folding)
Rdr′ = Rdr⊕Xdr

Rdl′ = Rdr′⊕Rdl

Round 3(Right to Left Folding)
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RR′ = RR⊕Xr

RL′ = RR′⊕RL

Round 4 (Reverse Diagonal Right Bottom to Left Folding)
Ridr′ = Ridr⊕Xidr

Ridl′ = Ridr′⊕Ridl

Round 5 (Bottom to Top Folding)
RB′ = RB⊕XB

RT ′ = RB′⊕RT

Round 6 (Diagonal Left Bottom to Right top Folding)
Rdl′ = Rdl ⊕Xdl

Rdr′ = Rdl′⊕Rdr

Round 7 (Left to Right Folding)
RL′ = RL⊕XL

RR′ = RL′⊕RR

Round 8(Reverse Diagonal Left Top to Right Bottom Folding)
Ridl′ = Ridl ⊕Xidl

Ridr′ = Ridl′⊕Ridr

The R f is the folded image obtained in above algorithm. The diffused plane Rd is
obtained from R f by applying XOR operation with random matrix X as follows:

Rd = R f ⊕X

The same procedure is applied on G and B planes with random matrix Y and Z

respectively, as described below:
Gd = G f ⊕Y

Bd = B f ⊕Z

The Cipher Image is formed by combining the three modified planes after following
the processes of pixel permutation and image diffusion. For decryption, the same pro-
cedure is followed but in a reverse direction. This technique performs much better than
its predecessors and its overall performance metrics lie in the satisfactory range. How-
ever, the key space parameter needs improvement. In the next technique, this parameter
is improved.

2.6.4 Quantum Chaos 4: Bit Level Quantum Color Image
Encryption Scheme with Quantum Cross-Exchange
Operation and Hyper Chaotic System

In 2018, Nanrun Zhou et al. [72] proposed a bit-level quantum color image encryp-
tion technique based on a High-definition Hyper-chaotic System. Due to the exis-
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tence of quantum color image scrambling using Bit Cross-exchange method and Hyper-
chaotic Map, this system becomes highly random and complex. A 5-D Hyper Chaotic
Map [141] is used for the generation of key sequences along with a Quantum Cross Ex-
change of twenty-four qubits. The channel transmission is also performed in between
the color planes. The block diagram of the entire process is shown in Figure 2.22. A bit
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Figure 2.22: Block Diagram of Technique Based on Quantum Cross Exchange Operation and
Hyper Chaotic System

planes of the color image, |P⟩ of size (2n×2n×3) is considered for encryption. A new
quantum multi-channel representation in the Eq. (2.3) given below for the digital image
is described below:

|P⟩= 1
2n

2n−1

∑
y=0

2n−1

∑
x=0

CRGB
γx ⊗|yx⟩ (2.3)

Where,
CRGB

γx = RGB color image having information of pixel value
|yx⟩= Information of pixel position

⊗ = Tensor product
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After qubit representation of the color image, the bit position scrambling is done
with the concept of quantum cross-exchange as given in Table 2.9.

Table 2.9: Quantum Bit Cross-Exchange

Original Bit Position 7 6 5 4 3 2 1 0

Cross Exchanged Bit
Position

0 1 4 5 2 3 6 7

The same process of bit cross exchange is also performed for G and B planes. All three
encrypted planes are combined to form the crypto image as |PK⟩ = |PR⟩ |PG⟩ |PB⟩. Next,
the quantum color image channel transformation is done in two steps i.e between R and
G planes followed by the transformation between G and B planes.With the use of 5D
hyper chaotic map, five sets of chaotic sequences X1 to X5 are obtained and transformed
into integer values in the range

[
0,255

]
. Now, to convert these sequences from 1-D

array to 3D matrix (size of the original image), a combination rule is applied with the
help of the values of X5 as described in Table 2.10.

Table 2.10: Combination Rule of 5D Hyper-Chaotic Sequence

X ′
5 HR

i , HG
i , HB

i

0 X1, X2, X3

1 X1, X2, X4

2 X1, X2, X5

3 X2, X3, X4

4 X3, X4, X5

From this Table, three sets of variables HR
i , HG

i , HB
i is obtained and it is taken as a

security key to encrypt the scrambled image.
For decryption, the same procedure is followed but in a reverse direction. This

technique performs better than predecessors and gives good key space and correlation
value making it highly resistant to brute force and differential attacks.

2.6.5 Quantum Chaos 5: Quantum Image Encryption using Intra
and Inter Bit Permuted Based on Logistic Map

In 2019, Xingbin Liu et al. [73] proposed a new encryption technique based on Intra
and Inter Bit Permutation on the Qubit Lattice represented color image. In this scheme,
a Novel Quantum Image Representation (NEQR) model is designed, which defines the
Quantum States. The block diagram of complete encryption process is shown in Figure
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Figure 2.23: Block Diagram of Technique Using Intra and Inter Bit Permutation Based on
Logistic Map

2.23. The original image’s bit positions are permuted within a pixel as well as pixel
positions according to the Chaotic Sequence Sm which is generated with the help of
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Quantum Logistic Maps. The computations occur on quantum represented twenty-four
qubit planes of the Plain Image. Each plane of the image consists of eight-bit planes for
each pixel value. Hence each qubit plane is represented as a bit image which consists
only pixel values 0 and 1. The total no. of qubit required in this step is q+2n where n×n
is the size of square image. A Quantum Logistic Map is also used which enhances the
randomness during Inter and Intra Bit Permutation and Diffusion Process.

i. Intra Bit Permutation: The image is converted in q qubits binary planes followed
by scrambling of bit’s positions within a pixel. The scrambling is done with the help
of the sequence generated by the Quantum Logistic Map. From this step, out of
eight sequences of xm, the first N0 values [73] are discarded to reduce the transient
effects where N0 is equal to 10,000. The sequence is arranged in ascending order
and the control operation is applied to exchange the bits of original image with
respect to corresponding values of Sm. Resulted image |I1⟩ is obtained.

ii. Inter Bit Permutation: In this step, the bit position is scrambled within its plane
only and the XOR operation is applied between inter bit planes according to a pre-
defined Operating Sequence set OS=

[
0,2,4,6. . . . . . . . .q−3,q−1

]
. The operator

is applied on the intra bit permuted image |I1⟩ to generate a scrambled image |I2⟩.

iii. Chaotic Diffusion: This procedure will modify the pixel values of the permuted
image. A pseudo-random sequence P= P0, P1, P2, . . . . . . .. P22n−1 is generated with
the help of quantum logistic map upto N0 + 22n times, the first N0 values are dis-
carded to reduce the transient effects and rest of the 22n sequences are used as a
key for diffusion of pixel values. The Pseudo-random sequence PN is combined to
form a qubit matrix of the same size of permuted image and is termed as |Ki

yx⟩. The
final step involves the XOR operation between |Ki

yx⟩ and |I2⟩.

For decryption, the same procedure is followed but exactly in a reverse order. This
is the most complex technique so far, yet it takes very less time for execution and also
performs better than its predecessors in terms of all parameters except differential attack
analysis.

2.6.6 Comparison of Quantum Chaos Cryptography Techniques

Table 2.11 shows the comparison of results of various Quantum Chaos Cryptography
Techniques based on performance metrics. From this analysis, it is observed that these
techniques provide optimized results of every performance parameter and ensures good
confidentiality. The highlighted values represents the strengths of the corresponding
techniques and their is a space for improvement in Correlation Coefficient, Entropy and
Execution Time.
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Table 2.11: Overall Comparison of Quantum Chaos Cryptography Techniques

Cryptography
Techniques

Image
Perceptual

Quality

Key
Space

CC NPCR UACI PSNR Entropy
Execu-
tion
Time
(Sec.)

Quantum
Chaos 1

2224

(H)
0.0462

(M)
0.9961
(Pass)

0.3347
(Pass)

*
23.3799

(L)

7.9285
(H)

10.8278
(M)

Quantum
Chaos 2

2256

(H)
0.0526

(M)
0.9966
(Pass)

0.3358
(Pass)

**
23.0740

(L)

6.7838
(L)

7.2033
(L)

Quantum
Chaos 3

2128

(M)
*

-0.0005
(VL)

0.9962
(Pass)

0.3361
(Pass)

22.9881
(L)

*
7.9988

(H)

3.4671
(L)

Quantum
Chaos 4

2240

(M)
-0.0021

(L)
0.5199
(Fail)

0.3352
(Pass)

28.1015
(M)

7.9962
(H)

0.2163
(L)

Quantum
Chaos 5

>

2100

(M)

0.0018
(VL)

0.5039
(Fail)

0.2515
(Fail)

28.1133
(M)

7.9963
(H)

5.8873
(L)

2.7 OVERALL COMPARISON

The aim of this literature survey was to study various existing cryptography techniques
and also to compile the results based on various Performance Metrics available for
Cryptanalysis. In this part, ten Traditional, five Chaos, and five Quantum Chaos based
encryption techniques are examined. The overall summarized comparison of cryptog-
raphy techniques are given in Table 2.12 with all the technical details by taking average
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of the calculated values of each Performance Metrics.

Table 2.12: Overall Comparisons of Cryptography Techniques

Techniques/
Performance

Metrics

Traditional
Techniques

Chaos Based
Techniques

Quantum Chaos Based
Techniques

Image
Perceptual

Quality
(Snapshots)

Pixel Scrambling: Low Pixel Scrambling: High Pixel Scrambling: High

Statistical
Attack

Parameters
(Histogram and

Correlation

Histogram: Spiked Histogram: Uniform Histogram: Uniform

Coefficient(CC)) CC=0.045083
(Moderate)

CC= 0.000132
(Very Low)

CC= 0.001962
(Very Low)

Differential
Attack

Parameters

NPCR=0.803032
(Fail)

NPCR= 0.996191
(Pass)

NPCR= 0.992553
(Pass)

(NPCR and
UACI)

UACI=0.257099
(Fail)

UACI=0.334497
(Pass)

UACI=0.338647
(Pass)

Quantitative
Parameters

PSNR=28.01196
(High)

PSNR=27.83220
(Low)

PSNR= 25.131360
(Very Low)

(PSNR and
Entropy)

Entropy=7.96181
(High)

Entropy=7.997032
(High)

Entropy=7.740721
(High)

Key Space 2132 (Moderate) 2277 (High) > 2200 (High)

Execution Time
(sec.)

24.993250
(High)

14.415270
(Moderate)

5.520353
(Very Low)

It is clearly evident that most of the techniques are satisfying (highlights with green
color) the confidentiality norms other than traditional techniques. Even though, still
there is a scope for improvement in the performance. In the next chapter, a Chaos-
based Encryption Technique is proposed to achieve the objectives.



CHAPTER 3

A NOVEL IMAGE ENCRYPTION
TECHNIQUE BASED ON
INTERTWINING CHAOTIC MAPS
AND RC4 STREAM CIPHER

3.1 INTRODUCTION

Transmission of digital images (personal and professional) over public data networks
has become a necessity in the existing era. The current infrastructure allows us to trans-
mit a huge amount of data due to technological advancements and towering bandwidth
support. The data flowing through these channels can be accessed by unauthorized
users like ransomware. The annual number of ransomware records (see Figure 3.1)
shows that these attacks have grown exponentially from 2004 till 2016 with a projected
total 182.76 million attacks for the year 2017 and increased up to 44.3% in 2018 [142].
Due to the enormous growth of these attacks during the last few years, researcher keeps
on devising new algorithms with the aim of achieving high data confidentiality. Ini-
tially, most of the techniques focused on encrypting small chunks of data via symmet-
ric [48,53,125,143] and asymmetric key algorithms. But, as the network becomes more
commercialized and the user base grew up, these traditional encryption techniques be-
come more open to attacks from unauthorized users [84, 129]. These techniques are
better suited for textual data and are ineffective for encrypting images [31, 105, 106]
since the image has high redundancy and correlation among adjacent pixels.

To overcome this, researchers developed Chaos-based Encryption Algorithms which
provide good randomness, low computational time along with good key space. Though,
these techniques were good but can further be improved. The first proposal is aimed to

79
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Figure 3.1: Annual Number of Ransomware Families Attacks

provide the following salient features:

➢ Confidentiality is achieved by visual interpretation of the encrypted image. The
resultant image is highly scrambled which ensures that no information about the
original image can be extracted from the Cipher Image.

➢ The security is enhanced by lengthening the key space which makes it resistive
against the brute force attack.

➢ The randomness is increased with the use of highly random intertwining chaotic
maps during Confusion and Diffusion Processes which provide a very low corre-
lation value.

➢ The scheme or technique is highly resistant against the differential attacks be-
cause of row-wise and column-wise Forward and Backward Diffusion along with
RC4. The technique is resistant to attacks since the value of NPCR and UACI
are closed to ideal values. Hence, even a small change in the value will provide a
drastic change in the encrypted or decrypted images.

➢ The time of execution is comparable to the other techniques. Therefore, this
technique is also suitable for real time communication.

The next section gives the proposed encryption mechanism.
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3.2 PROPOSED ENCRYPTION TECHNIQUE

The proposed technique follows an architecture popular in many of the Chaos-based
Cryptography techniques but the novelty is the use of RC4 (one of the Traditional
Technique) and Intertwining Chaotic Map (based on Chaos Technique). It contains
the following steps:

(a) Confusion: In this step, the pixel positions are permuted with the aim to confuse
the individuals. The intensities of the pixel values do not change but their positions
are randomized.

(b) Diffusion: This step is commonly used to modify the pixel values. The modification
can be as simple as XORing that can provide high randomized encrypted images.
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Figure 3.2: Block Diagram of Encryption Process of Proposed Technique

Both the Confusion and Diffusion Processes require key values and random sequences
for encrypting images. We have four blocks in our proposed technique as shown below:

➢ Key Generation using Intertwining Chaotic Map

➢ Random Sequence Generation using RC4 Stream Cipher

➢ Confusion Process

➢ Diffusion Process
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Figure 3.2 shows the block diagram of the Encryption Process. As shown, the Keys
Generated using the Intertwining Chaotic Maps are used for the Confusion Process and
as the input for RC4. The RC4 block uses these keys as input and generates random
sequences which are used in the Diffusion Process. The diffusion is done in Row-wise,
Column-wise, Forward, and Backward directions. The detailed explanation of all steps
of the algorithm is given in the following subsections.

3.2.1 Key Generation using Intertwining Chaotic Map

Chaotic Maps [113] are the mathematical functions which provide a dynamic nature
to the system. Logistic maps, also known as Log Maps, are used by researchers to
obtain dynamic encryption algorithms. The Logistic Maps provides high randomness,
unpredictability and has simple mathematical representation as shown in Eq. (3.1):

xlogn+1 = µ × xlogn (1− xlogn) (3.1)

Where;
xlog is the Variable for generated Chaotic Number.
n represents the Number of Sequences (varies from 1 to Length of Key).
xlog at n=0 is the Initial Value and xlog0 ∈ (0,1).

µ is Positive Constant and µ ∈ [0,4].

The equation is dependent on the initial conditions and hence provides security
greater than the Non-chaotic Techniques (Traditional Techniques). Even after these ad-
vantages, the Logistic Maps have an uneven distribution of sequences, stable windows,
and a weak key [50], hence is not a practical choice for modern encryption. Modified
Logistic Maps, like Intertwining Chaotic Maps, are aimed to make the technique more
practical by removing the above-mentioned weakness. Mathematically, Intertwining
Logistic Maps [64] are given in Eq. (3.2a), (3.2b) and (3.2c).

xlogn+1 = µ × k4 × ylogn × (1− xlogn)+ zlogn (3.2a)

ylogn+1 = (µ × k5 × ylogn)+

(
zlogn ×

1

1+(xlogn +1)2

)
(3.2b)

zlogn+1 = µ × (xlogn + ylogn + k6)× sin(zlogn) (3.2c)

Where;
xlog, ylog and zlog are the Variables for generated chaotic numbers.
n represents the Number of Sequences (varies from 1 to Length of Key).
xlog0, ylog0 and zlog0 at n=0 are the Initial Values and assigned as k1, k2 and k3.
µ is the Positive Constant and µ ∈ [0,4].

k4, k5 and k6 are the Control Parameters. |k4|> 33.5, |k5|> 37.9, |k6|> 35.7
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Figure 3.3 shows the key generation scheme. The keys k1 to k6 are the defined
as input values required for chaotic key generation. k1, k2, and k3 keys act as initial
conditions corresponding to initial values of xlogn, ylogn, and zlogn (at n=0). These
keys were used in three paths, namely X path, Y path, and Z path, to create three
different Intertwining Chaotic Maps, namely xlog, ylog, and zlog. Each path of the
chaotic maps used two keys as input parameters and generate sequences which are
further used for the next step i.e., Confusion Process and simultaneously given to the
RC4 code generator [50] to produce a different chaotic key for the Diffusion Process.
All these sequences are 1-dimensional vectors.
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Figure 3.3: Key Generation Using Intertwining Chaotic Map

The sequences generated from the X path and the Y path combined were used for the
Confusion stage. The element values in both sequences range from 1 to M×N. Each of
the maps has a total M×N element in it, hence making a successful implementation of
the Confusion Process for any image of size M ×N. The sequence generated from the
Z path was used as the input for RC4 random sequence generation. As the key length
required for the RC4 algorithm ranges from 1 to 256 bytes and does not depend on the
size of the image, so the sequence generated from the Z path has 256 elements in it,
with values ranging from 1 to 256.
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3.2.2 Random Sequence Generation using RC4 Stream Cipher

The RC4 [16] is a symmetric key, stream cipher and is known for its speed and simplic-
ity. It was initially developed in 1987 as a trade secret but in 1994 was leaked to public.
During the encryption process, the cipher is fed with a key whose length can vary from
1 to 256 bytes. This cipher generates a randomized array which is obtained by feeding
the key to a Pseudorandom Byte Generator. The output of the Pseudorandom Gener-
ator is known as the Random Sequence. These sequences generated in the proposed
algorithm had a length of 2×M ×N and were fed as the inputs to the Diffusion Pro-
cess. The decryption process follows a similar step as that of encryption process but in
reverse order.

There are numerous variants of the RC4 cipher. These variants provide a better re-
sistance against attacks on RC4 and are modified as per specific application. The current
study uses RC4 in which a 256-byte key is passed directly to Pseudorandom Generator
which is provided by the Intertwining Chaotic Maps hence eliminating the need of Key
Scheduling step. Algorithm for RC4 used is given below:

Algorithm for Pseudorandom Generation (RC4)

Function
[
R1,R2

]
= RC4Psudono(zlog,L) % L=size of image(M×N)

for
S(i) = i;

end
j = 0
for i = 1 : 256

j = (( j+S(i)+ zlog(i))mod256;
if j = 0

swap S(i) and S( j);
else

j = (( j+S(i)+ zlog(i))mod256;
swap S(i) and S( j);

end
end
i = 0; j = 0;
do;

i = (i+1)mod256;
j = ( j+S(i))mod256;
Swap S(i) and S( j)
pseudo= S

[
(S(i)+S( j))mod256

]
;

while(2×L−1);
R1 = pseudo(1 : L)
R2 = pseudo((L+1) : 2×L)
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Figure 3.4: Hierarchy of Diffusion Process

3.2.3 Diffusion Process

Diffusion [61] is one of the two important stages of the proposed algorithm and it adds
randomness in the pixels of the Plain Image. The diffusion property [29] is responsible
for spreading the effect of change in a pixel intensity value throughout the entire im-
age. So, any change in the intensity of one pixel value will change the encrypted image
drastically and both the images formed will have no or very low resemblance with each
other. As shown in Figure 3.4, the Diffusion step can be branched into row-wise and
column-wise diffusion and both diffusion steps are done in forward and backward di-
rections. In row-wise diffusion, the image is scanned row-wise in alternate directions.
This scanning is used to turn the M ×N image into an array form before the actual
diffusion steps are used. Then the generated array is diffused in forward followed by
backward direction. Once the row-wise diffusion is done, the image is turned back into
the M ×N form and then it is scanned column-wise to form another similar array fol-
lowed by similar forward and backward diffusion steps. The algorithms for Diffusion
Processes are given below:

Algorithm for Forward Diffusion (Row Wise and Column Wise)
% Input parameters : P=input Row-wise or Column-wise Scanned Array
Function

[
E
]
= forward diffusion(P,E2,E1,R1,R2)

for i = 1 : 1 : M×N
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if (i−1 == 0&&i−2 ==−1)
E2 = 2;
E1 = 1;

elseif (i−2 == 0)
E2 = 1;
E1 = 0;

else
E2 = 0;
E1 = 0;

end
j = P(i)+E2;
a = mod( j,256);
b = a+E1;
c = mod(b,256);
d = bitxor(c,R1); % R1=RC4 Generated Sequence(1 to 256)
e = d+R2; % R2=RC4 Generated Sequence(256 to 512)
E(i) = mod(e,256); % Obtained Forward Diffusion

end

Algorithm for Backward Diffusion (Row Wise and Column Wise))

% Input parameters: E= Output Array of Diffusion Process
Function

[
F
]

=backward diffusion(E,F2,F1,R1,R2)
for i = (M×N) : −1 : 1

if (i+1 == (M×N)+1&&i+2 == (M×N)+2) % M = rows of image
F2 = 2; % N= columns of image
F1 = 1;

elseif (i+2 == (M×N)+1)
F2 = 1;
F1 = 0;

else
F2 = 0;
F1 = 0;

end
j = E(i)+F2;
m = mod( j,256);
n = m+F1;
o = mod(n,256);
p = bitxor(o,R1);
q = p+R2;
F(i) = mod(q,256); % Obtained array from Backward Diffusion

end

Finally, the image is again converted back into the M ×N form and passed to the
Confusion block.
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3.2.4 Confusion Process

This process is the next stage which adds randomness in the pixels of the Plain Image.
The confusion [61] used in the proposed algorithm is a permutation of pixel positions
of the diffused image. The stage shuffles the position of the pixels present in the image
while making no change in the respective pixel intensity values. This stage ensures
that no unauthorized user will be able to fetch the plain textual data because the pixels
of the image are shuffled in random positions from their original location. Apart from
randomness, the permutation of pixel orientation also helps in achieving lower values of
correlation coefficients which means that the correlation present in the adjacent pixels
in the original image is removed.
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Figure 3.5: Confusion Process of Proposed Technique

Figure 3.5 shows the Confusion Process of the proposed scheme, and its algorithm
is given below:

Algorithm for Confusion Process

Function
[
I out

]
= confusion(di f f used image,xlog,ylog)

for i = 1 : 1 : M % M= No. of Rows of Image
for j = 1 : 1 : N % N = No. of Columns of Image

temp = di f f used image(i, j);
I out(xlog(i),ylog( j)) = temp;

end
end

3.3 DECRYPTION

Decryption Process follows steps like the Encryption Process. Here, the encrypted
image is taken as input and the steps used by the encryption process are used in reverse
order.
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3.4 ALGORITHM EXPLANATION

The algorithm was executed in three separate channels. The three channels are denoted
here as R, G and B which are used for the red, green, and blue planes of the image.
Both, the encryption, and decryption algorithms are executed for all three channels sep-
arately keeping the same keys and other Set-up variables. The three channels were
merged again before providing the encrypted or decrypted images. The steps used for
key generation, encryption, and decryption processes are given below:

Steps for Complete Encryption Process

Step 1: Divide the image into red, green, and blue channels.

➢ Key generation

Step 2: Generate xlogn, ylogn, and zlogn using intertwining chaotic maps by using the respective keys
as defined above.

➢ Encryption Algorithm

Step 3: For Red channel, generate a random sequence of length 2×M×N by using zlog, following the
process define above in the respective section.

Step 4: Scan the image row-wise to generate a 1-dimensional array and apply Forward Diffusion fol-
lowed by Backward Diffusion.

Step 5: Convert the array back to M×N form.

Step 6: Repeat steps 4 and 5 for column-wise diffusion.

Step 7: Apply the Confusion Process.

Step 8: Repeat steps 3 to 7 for green and blue channel.

Step 9: Recombine the three channels together to get the Encrypted Image

➢ Decryption Algorithm

Step 1: Divide the encrypted image into the channels.

Step 2: For Red channel, apply the reverse confusion step.

Step 3: Apply the RC4 decryption stage.

Step 4: Scan the image column-wise to perform reverse diffusion, first in backward then in forward
directions for the generated array and turn the array back into image.

Step 5: Repeat step 4 for row-wise diffusion.

Step 6: Repeat steps 2 to 5 for green and blue channels.

Step 7: Recombine the three channels to get the Decrypted Image.
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3.5 SIMULATION SETUP PARAMETERS

The proposed algorithm, along with the other algorithms used in the study, were imple-
mented on a Personal Computer. Table 3.1 provides the specification of the machine
and technical information, test plain-images and initial and modified parameters used
for the algorithms in this research work.

Table 3.1: Machine and Image Specifications, Initial and Modified Parameters

Machine Specifications of Machine
Processor 1.4GHZ Dual-Core Intel Core I5

Memory 4GB Of 1600 MHz Lpddr3

Simulation Platform MATLAB Version 2015

Type of data Specifications of data
Type Color Images

Size Of Images 256 × 256, 512 × 512

Images Source USC-SIPI Image Database [79]

Keys Used In Original values of initial conditions and control
parameters as Keys

Proposed Technique[
µ,k1,k2,k3,k4,k5,k6, pix

] [
3.999, 20.1, 22, 19, 33.5, 37.9, 35.7, 0.1

]
Keys used for Key Security and
Differential Attack Analysis

Modified values of initial conditions and control
parameters as Keys

Proposed Technique[
µ,k1,k2,k3,k4,k5,k6, pix

] [
3.9991, 20.1, 22, 19, 33.5, 37.9, 35.7, 0.1

]
Some of the test images are selected from USC-SIPI Image Database [79] on which
the proposed encryption technique is implemented. All the test images are provided in
Table 3.2.

Table 3.2: Set of Images for Testing

256 × 256 256 × 256 256 × 256 256 × 256 256 × 256

4.1.01 4.1.02 4.1.05 4.1.06 4.1.07
(Girl) (Couple) (House) (Tree) (Jellybeans)

512 × 512 512 × 512 512 × 512 512 × 512 512 × 512

4.2.03 4.2.04 4.2.05 4.2.06 4.2.07
(Mandrill) (Lena) (Airplane) (Sailboat) (Peppers)
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Table 3.3: Visual Analysis of Encrypted and Decrypted Images

Image Specifications Original Image Encrypted Image Decrypted Image
4.1.01 (Girl) 256 × 256 256 × 256 256 × 256

 

4.1.06 (tree) 256 × 256 256 × 256 256 × 256

 

4.1.07 (Jellybeans) 256 × 256 256 × 256 256 × 256

 

4.2.03 (Mandrill) 512 × 512 512 × 512 512 × 512

 

4.2.06 (Sailboat) 512 × 512 512 × 512 512 × 512

 

4.2.07 (Peppers) 512 × 512 512 × 512 512 × 512

 



91 3. A NOVEL IMAGE ENCRYPTION TECHNIQUE BASED ON INTERTWINING CHAOTIC MAPS
AND RC4 STREAM CIPHER

3.6 RESULTS

3.6.1 Visual Analysis

The visual assessment of the encrypted and decrypted images obtained from the pro-
posed scheme can be done from Table 3.3. It shows the visual assessment of four test
images. From the figure, it can be clearly seen that all the encrypted images obtained are
highly scrambled and there is no visual resemblance between encrypted and the original
images. Moreover, it can also be seen that the decrypted images are visually same as the
Plain Images, hence ensuring the reliability of data obtained after decryption [49]. Ad-
ditionally, a visual assessment comparison of proposed and other implemented chaotic
techniques is provided in Table 3.4.

3.6.2 Statistical Attack Analysis

i. Histogram:
The histograms [26] of the original, encrypted, and decrypted images are provided
in Table 3.4. From the table, it can be seen that the histograms of encrypted im-
ages obtained by the proposed technique are uniformly distributed and have no
resemblance with the histograms of the respective original images. So, the pro-
posed algorithm has a strong resistance to the statistical attacks. Moreover, the
histograms of the decrypted images are like the histograms of respective original
images. Hence there is no measurable data loss during the process.

Table 3.4: Visual Assessment and Histogram of Proposed and Other Techniques

Image/
Technique

4.1.01 (Girl)
256 × 256

4.2.03 (Mandrill)
512 × 512

Proposed

 

 

 

Chaos 1
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Image/
Technique

4.1.01 (Girl)
256 × 256

4.2.03 (Mandrill)
512 × 512

Chaos 2

 

 

 

Chaos 3

 

 

 

Chaos 4  

 

 

 

Chaos 5

 

 

 

ii. Correlation Coefficient:
Table 3.5 shows the correlation plots of the original and the encrypted images. It
shows that the plots obtained from the original images have the elements focused
on a central line and doesn’t contain a significant number of elements elsewhere
in the plots. The plots have a highly non-uniform distribution for all the three
orientations. On the other hand, the plots obtained by the encrypted images are
uniformly distributed throughout the plot region. Similar characteristics are shown
by the proposed. As there is no resemblance between the two correlation graphs, no
information leakage is present, and the scheme can withstand the statistical attacks
efficiently.
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Table 3.5: Correlation Plots of Original and Encrypted Images

Image/
Technique

4.1.01 (Girl)
256 × 256

4.2.03 (Mandrill)
512 × 512

Original

          Horizontal                   Vertical                     Diagonal 

                   

          Horizontal                   Vertical                     Diagonal 

                   

Proposed

     Horizontal                   Vertical                     Diagonal

 

          Horizontal                   Vertical                     Diagonal 

                   

Chaos 1

          Horizontal                  Vertical                      Diagonal           Horizontal                  Vertical                      Diagonal 

Chaos 2

          Horizontal                  Vertical                      Diagonal           Horizontal                  Vertical                      Diagonal 

Chaos 3

          Horizontal                   Vertical                      Diagonal           Horizontal                   Vertical                      Diagonal 

Chaos 4
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Figure 3.6 provides the horizontal, vertical, and diagonal correlation coefficients
between original images and the encrypted images obtained by the proposed algo-
rithm. The correlation coefficient’s [120] values are low in all the three orientations.
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Figure 3.6: Graph of Correlation Coefficient of Original and Encrypted Images of Proposed
Technique

Figure 3.7 shows a comparison of correlation coefficients of the proposed algorithm
and other implemented algorithms. All the correlation coefficients obtained have
very low values.
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Figure 3.7: Graph of Comparison of Correlation Coefficients of the Proposed and Other Chaos
Techniques

3.6.3 Differential Attack Analysis

The effect of one-bit key change is observed based on NPCR and UACI parameters.
Table 3.6 shows the NPCR and UACI values obtained for the test images after imple-
menting the proposed and other techniques. For the test images, an average value of
99.60334% is obtained for NPCR and an average value of 31.841% is obtained for
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UACI. This shows a high sensitivity of the scheme for even a single bit change in the
input parameter. The use of row-wise and column-wise Forward and Backward Diffu-
sion along with RC4 plays a critical role for ensuring the same. Hence, the proposed
scheme has a high resistance against the Differential Attacks.

Table 3.6: NPCR and UACI Test for One-Bit Key Change

Technique/
Image

Proposed Chaos 1 Chaos 2 Chaos 3 Chaos 4 Chaos 5

4.1.01 NPCR 0.9959767 0.9960937 0.9959411 0.9959716 0.9961598 0.9958591
(Girl) UACI 0.3536231 0.3344527 0.3335475 0.3330246 0.3342175 0.3351781

4.1.02 NPCR 0.9961090 0.9959869 0.9957122 0.9954477 0.9960479 0.9962570
(Couple) UACI 0.3352330 0.3340253 0.3317445 0.3335103 0.3347666 0.3337401

4.1.05 NPCR 0.9958547 0.9966888 0.9960683 0.9963887 0.9960581 0.9961711
(House) UACI 0.2957642 0.3342516 0.3348143 0.3345291 0.3345648 0.3355133

4.1.06 NPCR 0.9960531 0.9962921 0.9961700 0.9961293 0.9958750 0.9961151
(Tree) UACI 0.3189548 0.3352798 0.3343183 0.3347877 0.3342043 0.3353632

4.1.07 NPCR 0.9959157 0.9956817 0.9961344 0.9969024 0.9960327 0.9959588
(Jellybeans) UACI 0.3052330 0.3361388 0.3342727 0.3322330 0.3345485 0.3355255

4.2.03 NPCR 0.9959424 0.9961319 0.9961344 0.9962450 0.9961179 0.9964172
(Mandrill) UACI 0.2992334 0.3344746 0.3346924 0.3347134 0.3348335 0.3352412

4.2.04 NPCR 0.9961840 0.9961471 0.9961369 0.9959513 0.9959945 0.9964614
(Lena) UACI 0.3047626 0.3357886 0.3343478 0.3333134 0.3347094 0.3350421

4.2.05 NPCR 0.9960556 0.9961471 0.9961141 0.9963404 0.9961077 0.9960178
(Airplane) UACI 0.3260339 0.3355736 0.3346573 0.3345290 0.3343801 0.3350141

4.2.06 NPCR 0.9960988 0.9959640 0.9959144 0.9961128 0.9959971 0.9959112
(Sailboat) UACI 0.3222411 0.3348957 0.3343166 0.3343759 0.3348410 0.3358877

4.2.07 NPCR 0.9961446 0.9962272 0.9960098 0.9961751 0.9959983 0.9963163
(Peppers) UACI 0.3230262 0.3353383 0.3343166 0.3350033 0.3347938 0.3355144

3.6.4 Key Space

Table 3.7 shows the key space produced by the proposed and other techniques used in
the study.

Table 3.7: Key Space Analysis of the Proposed and Other Implemented Techniques

Technique Key Space
Proposed 2384

Chaos 1 2216

Chaos 2 2126 −2147

Chaos 3 2192

Chaos 4 2384

Chaos 5 2448
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As it can be seen, the proposed technique provides a very large number of possible
key solutions. So, it is impractical for an unauthorized user to retrieve the data by
guessing the possible key. Hence, the proposed scheme is efficient enough to resist the
brute force attacks.

3.6.5 Quantitative Analysis

i. Peak Signal-to-Noise Ratio (PSNR): Figure 3.8 shows the PSNR values for differ-
ent images encrypted using the proposed and other implemented algorithms. The
PSNR values obtained from the proposed scheme are similar to that of other tech-
niques present in the literature. An average PSNR value of 28.186655 is provided
by the proposed scheme for the images used in the study.
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Figure 3.8: Graph of PSNR Values of the Proposed and Other Chaos Techniques

ii. Information Entropy: Figure 3.9 shows the entropy values of the original and
encrypted images. It can be seen that, like the other techniques implemented, the
entropy values provided by the proposed scheme are approximating the ideal value
of 8. The average entropy value obtained was 7.999008.
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Proposed Chaos 1 Chaos 2 Chaos 3 Chaos 4 Chaos 5

4.1.01 (Girl) 0.943214 13.983943 5.185184 6.170028 3.26715 0.55678

4.1.02 (Couple) 0.961052 12.901814 5.010385 6.0929 3.213361 0.78964

4.1.05 (House) 0.937453 13.627635 4.941366 6.1174 3.22718 1.36882

4.1.06 (Tree) 0.927573 13.289758 4.973422 6.058788 3.278868 0.9885

4.1.07 (Jelly beans) 0.964577 12.964285 4.954573 6.080174 3.199713 1.46822

Average 0.9467738 13.353487 5.012986 6.103858 3.2372544 2.6789
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3.6.6 Execution Time

Figure 3.10 shows the time taken for execution by the proposed and other tech-
niques implemented for 256×256 images of the SIPI database. The average time
for execution of all the images encrypted by the proposed scheme is 0.946773 sec-
onds which is very less in comparison to other implemented techniques. It can be
seen that the proposed scheme is faster than other proposed techniques and hence
reflects the efficiency to be used in practical cases.

3.7 CONCLUSION

The research proposes an image encryption technique based on an intertwining
map and RC4 stream cipher. The proposed scheme has been evaluated on various
performance metrics from which these inferences are drawn:

➢ The results show that the proposed technique provides highly scrambled en-
crypted image which have no visual resemblance with the original image.
Whereas, the images obtained after decryption were visually alike as of the
original images. This ensures no information leakage by a visual inspection
and ensures to provide visually reliable decrypted images.

➢ The technique is very strong resistant against the Statistical Attacks. It is
clear from the histograms, which are uniformly distributed and have no re-
semblance with the histograms of the original images. Also, the encrypted
images provide very low values of the correlation coefficients and have uni-
formly distributed correlation graphs for all three orientations with no resem-
blance to the original correlation graphs. All this ensures no information leak-
age and hence ensures security against the statistical attacks.

➢ The technique is also strong resistant against the Differential Attacks. The
NPCR and UACI values obtained are close to the ideal values. An average
NPCR of 99.60334% and an average UACI of 31.841% were obtained for a
single bit change in the key used.

➢ The proposed technique has a key space of 2384, which makes it resistant
against the Brute Force Attack. The technique provide PSNR values similar
to other techniques. Also, the scheme provides an average value of 7.9994
for the information entropy, approximating the ideal value of 8. Finally, the
scheme has a faster execution time in comparison to other implemented tech-
niques.
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Though the proposed encryption technique has very good Execution Time and Ran-
domness (Entropy) but it failed to pass UACI test. The identified reasons are as
follows:

(a) Diffusion was done in only four directions (row wise and column wise For-
ward, Backward Diffusion).

(b) Byte level permutation and substitution was used in Confusion stage.

(c) Logistics maps were used that are random in nature but for passing UACI test
more complex maps are required.

In the next chapter, an advanced Quantum encryption scheme is proposed that tries
to achieve all the Performance Metrics.



CHAPTER 4

A SUPERLATIVE IMAGE
ENCRYPTION TECHNIQUE BASED
ON BIT PLANE USING KEY-BASED
ELECTRONIC CODE BOOK

4.1 INTRODUCTION

The world is interconnected by the distinct spectra of technology. Advancements in
technology budge into the future of automation which raises reliance on cyber connec-
tivity, resulting in exposure of secret messages, images to the attackers that are always
trying to uncover and exploit vulnerabilities [144]. Henceforth necessitates protection
of usability for smooth transfusion of data from one port to another. Securing a net-
work is the process of targeting a variety of threats and stopping them from rampaging
through the system as just a few minutes of exposure can cause widespread disruption
and massive damage to public and private organization’s bottom line and reputation;
thus, protective measures must always be in place. Confidentiality is the core ingredi-
ent that accounts for the plausibility of security services for a message [145]. Mainly
providing privacy between the sender and the user is advocated by the phenomena of
confidentiality. The authorization over data is held confidential only to the permitted
users, attaining garbage values for an unauthorized user. This research works focus
upon the principle of preserving confidentiality, particularly for images. Encryption is
one of the highly effective techniques to achieve this.Extensive researches are going on
in this direction to evolute an infallible encryption mechanism. Literature includes tra-
ditional mechanisms followed by Chaos and Quantum Chaos-based Encryption Meth-
ods [119]. This evolution is characterized by large key space, high entropy, and low

101
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processing time. Recently, Qubit based techniques [72] are in progress which enhances
results in terms of randomness and makes security system more robust.

Previously designed encryption techniques were complicated and were compatible
mainly with texts. The techniques possessed low randomness, limited key size, and
consumed high processing time to encrypt images, while small key space leads to an
easy intruder attack. Chaos-based Techniques [71] were evolved and considered for
securing confidentiality for the communication of images over the network. In this
technique modified secret keys were used at multiple levels of the encryption process.
The Chaos Processes the pixel positions and values are both modified using Confusion
and Diffusion respectively. The randomness of encrypted images is much larger due
to the nonlinear characteristics of Chaotic Maps used. Furthermore, Quantum Chaos-
based Logistic Maps [74] were used to encrypt images, which results in improvement of
all the parameters like randomness, entropy, key sensitivity, image perceptual quality,
attack analysis, and execution time. Recently proposed Quantum Qubit based tech-
niques [73] lead to a further increase in the extent of randomness and entropy due to the
usage of bit instead of byte plane encryption.

This research is an effort to develop a fine quality cryptography technique. The
proposed work is a Block Cipher-based Technique that consists of both Confusion and
Diffusion Processes. The hallmarks of the proposed scheme are:

➢ The number of iterations for the Confusion Process is not fixed; it depends on the
key which makes the encryption process more secure. As the key changes, the
number of iterations also changes resulting in increased randomness.

➢ The folding procedure used for the Diffusion Process uses different keys for dif-
ferent directions of folding applicable on three channels of the color image inde-
pendently. This not only increases key space but also increases randomness in the
process.

➢ In the Confusion Process Electronic Code Book (ECB) [93] and IP block [45] are
used to secure the data by altering the pixels of an image. These two processes
are dependent on keys. With the amendment of key, the values of ECB as well as
IP block also changes and hence enhance image imperceptibility.

➢ The keys generated from the quantum logistic map are not used directly; instead,
they are used to generate a random number of iterations for final key generation.

➢ Both intra and inter bit plane scrambling operations are performed on all the
channels collectively instead of scrambling the bit planes of R, G, B channels
individually.
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4.2 PROPOSED ENCRYPTION SCHEME

A brief description of the Quantum Chaotic Maps [70] is required for better understand-
ing of the proposed encryption scheme.

➢ Quantum Chaotic Maps:
To protect information, various image encryption schemes are proposed. These
schemes are designed based on various Chaos and Quantum Chaos Maps. Chaotic
systems have various features such as sensitivity to initial conditions and pa-
rameters, high efficiency, ergodicity which makes it compatible for securing im-
age encryption schemes. Nowadays, image encryption schemes use Quantum
Chaotic Systems to generate pseudo random sequences due to their excellent
properties such as randomness, sensitivity to initial conditions, and determinis-
tic nature [146]. Randomness and non-periodicity of the Quantum Chaotic Map
are successfully verified by statistical complexity and the normalized Shannon
entropy [41]. To study the effects of quantum corrections, a = ⟨a⟩+∆a is con-
sidered, where ∆a is quantum fluctuations about ⟨a⟩ [146, 147]. The Quantum
Chaotic Map Eq. (4.1a), (4.1b) and (4.1c) with lowest order quantum corrections
is followed by the following equations:

x(i+1) = r
(

x(i)− (abs(x(i)))2
)
− r× y(i) (4.1a)

y(i+1) =
(
−y(i)× e−2β

)
+
(

e−β × r
((

2− x(i)− x(i)
)

y(i)− x(i)z(i)− x(i)z(i)
))
(4.1b)

z(i+1) =
(
−z(i)× e−2β

)
+
(

e−β × r
(

2
(

1− x(i)
)

z(i)−2x(i)y(i)− x(i)
))

(4.1c)

Where,
x = ⟨a⟩, y = ⟨∆a+∆a⟩, z = ⟨∆a ·∆a⟩ and β are dissipation parameter. In general x(i),
y(i) and z (i) are complex numbers. x(i), z(i) are the complex conjugate of x(i) and

z(i) respectively.

If initial conditions are real values, then all successive values will also be real and
if the values are complex numbers, then their magnitude is taken into considerat-
ion. The random sequences used in subsequent sections are generated with a Qu-
antum Chaotic Map.

The next section gives the complete encryption process of the proposed technique.

4.3 ENCRYPTION PROCESS

Figure 4.1 shows the basic block diagram of the encryption and decryption process of
the proposed model. The whole image encryption process includes three stages:
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i. Key Generation

ii. Confusion

iii. Diffusion
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Figure 4.1: Block Diagram of Encryption and Decryption Process of the Proposed Technique

The proposed encryption scheme is elaborated in the subsequent sections:

4.3.1 Key Generation

The keys are generated using the Quantum Chaotic Maps so that Initial Conditions and
Control Parameters are highly sensitive to the changes in even a single bit change in the
secret key. The steps for the generation of keys are as follows:

(a) The proposed encryption scheme generates the keys by iterating the Quantum Chaotic
Map 1000 times to remove the transient effect.

(b) The map is iterated using x = 0.4523444336, z =0.001324523564, x = 0.002, z =

0.004, y = 0.003453324562, r = 3.9 and β = 4.5 as initial condition and control
parameters.
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(c) Now iterate the map 55 times using new initial conditions and then multiplied by
232. The 55 keys ki(k1,k2,k3, ...,k55) are generated by taking mod with different
values of h as per Table 4.1 and the formula for generation of key k is given in Eq.
(4.2).

k(i) =
(
x(i)×232) mod h (4.2)

Table 4.1 shows the values ‘h’ for corresponding keys by which mod is taken.

Table 4.1: h Values Corresponding to Different Key Values

Key (k) h Values
k1, k2, k28− k54 256

k3− k27 24

k55 4

Table 4.2 shows the different keys used for the generation of a random sequence of
varying sizes and values, corresponding to the encryption block. Different blocks of the
proposed scheme use a diverse set of keys for the generation of random sequence which
is further used in the process for encryption and decryption of an image.

Table 4.2: Different Keys used for Generation of Random Sequence of Varying Sizes and
Values, Corresponding to the Encryption Block

Keys Used in the Encryption Block Size of Random Sequences for
m×n×3 Size Image using Key

k1 ECB Block in Confusion Process 1×256

k2 IP Block in Confusion Process 1× (m×n)

k3 Bit Plane Scrambling in Confusion
Process 1×24

k4− k27
Inter Bit Plane Scrambling in Confusion

Process 1×(m×n)

k28− k54 Diffusion Process 1×256

k55 The number of times Confusion Process
is done 1×1

The algorithm for the Key Generation and generating random sequence of different size
is given as:

Algorithm for Key Generation and Generating Random Sequences of

Different Size using Key

Initial Conditions: x(1) = 0.4523444336;y(1) = 0.003453324562;z(1) = 0.001324523564;
r = 3.9;b = 4.5;xn = 0.002;zn = 0.004;keys = [k1,k2,k3, ...,k55];
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[mnp] = Size of Image
STEP 1: Iterating Quantum Chaotic Map 1000 times to eliminate transient effects
f or (i = 1 : 1 : 1000)

x(i+1) = r× (x(i)− (abs(x(i))))2 − r× y(i);
y(i+1) = (−y(i)exp(−2b))+(exp(−b)× r× [(2− x(i)− xn)× y(i)− x(i)× zn− xn× z(i)]);
z(i+1) = (−y(i)× exp(−2b))+(exp(−b)× r× [(2− x(i)− xn)× y(i)− x(i)× zn− xn× z(i)]) ;

end;
x1(1) = x(1001);
y1(1) = y(1001);
z1(1) = z(1001);
STEP 2: Iterating the map to get x1, y1 and z1 values needed for keys (k1− k55)
f or ( j = 1 : 1 : 55)

x1( j+1) = r× (x1( j)− (abs(x1( j)))2)− r× y1( j);
y1( j+1) = (−y1( j)×exp(−2×b))+(exp(−b)× r× [(2−x1( j)−xn)×y1( j)−x1( j)× zn−xn×

z1( j)]);
z1( j+1) = (−z1( j)× exp(−2×b))+(exp(−b)× r× [2× (1− xn)× zn−2× x1( j)× y1( j)− xn]);

end;
STEP 3: Applying round and mod function and multiplication operation to get necessary key
values in integer for generating random values of different size.
k55 = round(mod(((z1(55)×232)),4));
k1 = round(mod(((y1(1)×232)),256));
Random sequence sk1 using key k1:
rng(k1)

sk1 = rand perm(256);
k2 = round(mod(((y1(2)×232)),256));
Random sequence sk2 using key k2:
rng(k2)

sk2 = rand perm(m×n);
k3 = round(mod(((y1(3)×232)),24));
Random sequence sk3 using key k3:
rng(k3)

sk3 = rand perm(24);
f or (i = 1 : 1 : 24)

ki+3 = round(mod(((x1(i+3)×232)),24));
Random sequences ski+3 using keys ki+3:
rng(ki+3)

ski+3(:, :, i) = rand perm(m×n);
end;
f or (i = 1 : 1 : 27)

ki+27 = round(mod(((x1(i+27)×232)),256));
Random sequence sk(:, :, i) using keys ki+27:
rng(ki+27)

sk(:, :, i) = randi([0,255],m);
end;
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4.3.2 Confusion Process

A random key sequence is generated using Key Generation Process which is further
applied to different Confusion blocks. The Confusion Process [61] helps in securing
the data by making a complicated relationship between the encrypted data and the
keys. Thus, it makes harder for the unauthorized users to find the key even if large
combinations of original data and encrypted data are tried. The Confusion Process in-
cludes ECB (Electronic Code Book [93]), IP block (Initial Permutation [129]), Bit plane
scrambling [112], and Inter bit plane scrambling [73]. Figure 4.2 shows the basic block
diagram of the Confusion Process with the corresponding keys used in each process.
These processes are iterated k times using k55 key value whose range varies from 1 to 4
and different values of k makes it more difficult for the unauthorized source to find the
number of iterations for decrypting the data.

 

ECB 
 

IP Block 

Bit Plane 

Scrambling 
Inter Bit Plane 

Scrambling 

Key ‘k1’ 

Key ‘k2’ 

Key ‘k3’ 

  Key ‘k4’-‘k28’ 
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Figure 4.2: Block Diagram of Confusion Process

i. Generation of Electronic Code Book (ECB): Electronic code book [93] is a
Block Cipher Algorithm for providing security. In this process, a codebook is gen-
erated by using a random sequence with all the values from 0 to 255 corresponding
to each pixel value of an image using key k1. Now, a codebook is generated which
replaces the pixel values of all the 3 planes R, G and B of the color image with the
assigned value in the codebook. This process is deterministic as if original data are
replaced twice using the same random sequence or key, then the encrypted data is
the same as original data. The algorithm for the first stage of the Confusion Process
i.e., Electronic Code Book is provided:

Algorithm for Electronic Code Book (ECB) of Confusion Process

Input: I = RGB Image;
[
RGB

]
= R,G,B planes of image I;

[
mnp

]
= size (I);

(i, j) = ith row and jth column pixel of image;
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sk1(i) = value at ith position of random sequence generated using key k1;

I′ecb = out put confused image of ECB process;

Function
[
I′ecb

]
= ECB(I,sk1)

sk1 = sk1(1 : 256)−1;
f or i = 1 : 1 : n

f or j = 1 : 1 : n

R′(i, j) = sk1(R(i, j)+1);

G′(i, j) = sk1(G(i, j)+1);

B′(i, j) = sk1(B(i, j)+1);

end;
end;
Convert R′4, G′ and B′ into matrix of size m×n
I′ecb =

[
R′G′B′]

ii. Initial Permutation (IP) Block: This process is similar to the s-box used in AES
[129]. In this process, a random 1-dimensional sequence is generated with the
values from 1 to each plane size of an image (i.e. m×n for the color image of size
m× n× 3) using key k2. The values of the sequence correspond to the position
where the pixel value needs to be placed and the inverse process also uses the same
key and changes the position of the pixel value back to the original position. This
process scrambles the pixel values but does not change the value of an image pixel.
This process is followed by method for altering bits within pixels. The algorithm
for the second stage of the Confusion Process i.e. Initial Permutation (IP) Block is
given below:

Algotitm for Initial Permutation (IP) Block of Confusion Process

Input: I = RGBImage;
[
RGB

]
= R,G,B planes of image I in 1D array of size (1,m×n);[

mnp
]
= size(I); (i, j) = ith row and jth column pixel of image;

sk2(i) = value at ith position of random sequence generated using key k2;

I′IP = out put confused image of IP process
Function

[
I′IP
]
= IPblock(I′ecb,sk2);

f or (i = 1 : m×n)

R′(sk2(i)) = R(i);

G′(sk2(i)) = G(i);

B′(sk2(i)) = B(i);
end;
Convert R′, G′ and B′ into matrix of size m×n
I′IP =

[
R′G′B′]
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iii. Bit Plane Scrambling: A color image is a combination of RGB channels. The
pixel values of the color image are changed by the bit plane scrambling process
[112]. In this process:

➢ All the three channels (R, G, B) of the colored images are divided into 8-bit
planes each, to get 24-bit planes.

➢ Using key k3 a random sequence of values 1 to 24 is created only once.

➢ Now all the 24-bit planes are scrambled according to the random sequence.
For e.g., if in random sequence, the first value is 15, that means now the first-
bit plane will be the 15th bit plane of the image. So, all the 24-bit planes are
scrambled using this process.

➢ Reverse bit plane process is exactly the reverse of this process.

The algorithm for the third stage of Confusion Process i.e. Bit Plane Scrambling
Process is given below:

Algorithm for Bit Plane Scrambling Confusion Process

Input: bp = bit planes of RGB Image (m×n×24);

sk3(i) = value at ith position of random sequence generated using key k3;

I′bps = out put confused image of IP process
Function

[
I′bps

]
= bitplanescramb(bp,sk3)

f or(i = 1 : 1 : 24)

I′bps(:, :, i) = bp(:, :,sk3(i));
end;

iv. Inter Bit Plane Scrambling: A random sequence is generated [73] of size 1×
(m×n) and having values from 1 to m×n only once.

➢ The ith bit plane is converted into a 1D array (1× (m×n)). The values of the
sequence correspond to the position where the bit value needs to be placed
and the inverse process also uses the same key and changes the position of the
bit value back to the original position.

➢ Now all the bit planes are combined back to get the image of size m×n×3.

The algorithm for the last stage of the Confusion Process i.e. Inter bit plane scram-
bling process is given below:

Algorithm for Inter Bit Plane Scrambling Confusion Process

Input: I = RGB Image;
[
RGB

]
= R,G,B planes of image I in 1D array of size (1,m×n);[

mnp
]
= size(I); (i, j) = ith row and jth column pixel of image;

ski+3(:, :, i) = value at ith position of random sequence generated using key k2;
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I′IP = output confused image of IP process
Function

[
A
]

= interBitScramb(I′bps,ski+3)

a = reshape(I′bps,1,m×n);
f or(i = 1 : m×n)

A(ski+3(i)) = a(i);
end;
I′ibp = reshape(A,m,n);
f or(i = 1 : 1 : 24);

I′i bp(:, :, i) = interBitScramb(I′bps(:, :, i),ski+3(:, :, i));
end;

The number of iterations to be performed for the complete encryption process is
based on the key k55. The value of k55 is in the range from 1 to 4. This ensures
the security of the encryption process.
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Figure 4.3: Block Diagram of Diffusion Process

4.3.3 Diffusion Process

The process applies a random key sequence generated using keys KR,G,B each in dif-
ferent processes for all the 3 channels (R, G, B). This process helps in increasing re-
dundancy. Even a single bit change in the secret key makes non uniform changes in
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the image, which makes it harder for the unauthorized user to detect the data correctly.
In this process, a folding technique is used along 8 directions and for each direction
different key is used. The block diagram of the Diffusion Process with folding is shown
in Figure 4.3. The Diffusion Process is described below:

Using key k28− k54, a random matrix of size m × n is generated having values fr-
om 0 to 255. From this, we get 27 matrices say X28,X29, ...,X54.

➢ For the R channel, the key matrix used is X28 to X36. whereas, for G channel, the
key matrix used is X37 to X45 and for B channel, the key matrix used is X46 to X54.

➢ To explain the process, just the R channel is taken into consideration. The R
channel matrix is folded from 8 directions for encryption. The algorithm for the
Diffusion Process for the Proposed Technique is given below:

Algorithm for Diffusion Process

Step 1 (The matrix R′, is divided into two equal horizontal parts: Hu and Hl)
Hu′(i, j) = Hu(i, j)⊕X28(i, j)
Hl′(m− i+1, j) = Hu(m− i+1, j)⊕Hu′(i, j)
where i = 1,2, ....,m/2 and j = 1,2, ....,n and ⊕ denotes XOR operation.

Step 2 (The matrix R1 obtained after Step 1 is divided into two equal diagonal parts: Tu and T l)
Tu′(i, j) = Tu(i, j)⊕X29(i, j)
T l′( j, i) = T l( j, i)⊕Tu′(i, j)
where i = 1,2, ....,m and j = i, i+1, ....,n.

Step 3 (The matrix R2 obtained after Step 2 is divided into two equal vertical parts: V r and V l)
V r′(i, j) =V r(i, j)⊕X30(i, j)
V l′(i,n− j+1) =V l(i, j)⊕V r′(i,n− j+1)
where i = 1,2, ....,m and j = n/2+1,n/2+2, ....,n′

Step 4 (The matrix R3 obtained after Step 3 is divided into two equal diagonal parts: Tu and T l)
T l′(i, j) = T l(i, j)⊕X31(i, j)
Tu′(i, j) = Tu(i, j)⊕T l′(i, j)
where i = 1,2, ....,m and j = n− i+1,n− i+2, ....,n.

Step 5 (The matrix R4 obtained after Step 4 is divided into two equal horizontal parts: Hu and Hl)
Hl′(i, j) = Hl(i, j)⊕X32(i, j)
Hu′(n− i+1, j) = Hu(n− i+1, j)⊕Hl′(i, j)
where i = m/2+1,m/2+2, ....,m and j = 1,2, ....,n.

Step 6 (The matrix R5 obtained after Step 5 is divided into two equal diagonal parts: Tu and T l)
T l′(i, j) = T l(i, j)⊕X33(i, j)
Tu′( j, i) = Tu( j, i)⊕T l′(i, j)
where i = 1,2, ....,m and j = 1,2, ...., i−1.

Step 7 (The matrix R6 obtained after Step 6 is divided into two equal diagonal parts: V l and V r)
V l′(i, j) =V l(i, j)⊕X34(i, j)
V r′(i,n− j+1) =V r(i, j)⊕V l′(i,n− j+1)
where i = 1,2, ....,m and j = 1,2, ....,n/2.

Step 8 (The matrix R7 obtained after Step 7 is divided into two equal diagonal parts: Tu and T l)
Tu′(i, j) = Tu(i, j)⊕X35(i, j)
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T l′(i, j) = T l(i, j)⊕Tu′(i, j)
where i = 1,2, ....,m and j = 1,2, ....,n− i.

After round 8, matrix R8 is obtained and XORed with X36, and finally resulted in an encrypted
image ER

ER

This is the complete process to encrypt the R channel named as ER. Similarly, G and
B channels are encrypted using keys and key matrix corresponding to them, to get EG
and EB as shown in Figure 4.3 [71].The reverse of the Diffusion Process is performed
using the same key and the key matrix generated using the key. First, all three channels
ER, EG, and EB of the encrypted image are XORed with the key matrix X36, X45, and
X54 respectively. Then, the process of opening the folded matrix is performed on all
the channels. For example, the opening process for round 1 is given in Eq. (4.3a) and
(4.3b) is as follows:

DHl(m− i+1, j) = DHl′(m− i+1, j)⊕DHu′(i, j) (4.3a)

DHu(i, j) = DHu′(i, j)⊕X28(i, j) (4.3b)

Where;

i = 1,2, ...., m
2 and j = 1,2, ....,n.

Similarly, the opening process is performed for all the 8 rounds and for all the 3
channels. In the end, all the modified three planes are combined to form a Cipher
Image of same size as original or plane image. The decryption process is performed
just in the reverse manner of the encryption process.

The next chapter provides simulation set up parameters along with performance
metrics used in this work.



CHAPTER 5

SIMULATION SET-UP
PARAMETERS AND RESULTS

In the last chapter, the proposed encryption technique based on Quantum Chaos En-
cryption (Proposed Technique 2) was discussed. Its efficacy is proved in this chapter
using several performance metrics. All the techniques along with proposed one is im-
plemented, and efficacy is evaluated in same set up environmental condition. The next
section provides the set-up environment parameters followed by performance metrics
and results.

5.1 SIMULATION SETUP PARAMETERS

Table 5.1 provides simulation setup parameters used, while evaluating results of other
popular encryption techniques along with the Proposed Mechanism.

Table 5.1: Simulation Setup Parameters for Proposed Technique 2

Setup Parameters Specifications
Processor 1.50GHz Intel Core i3

Operating system Windows 8

Simulation tool MATLAB version: R2014a serial update 2

Images Source USC-SIPI Image Database [79]

Image Type Color Images (RBG)

Image Format .jpg, .jpeg

Size Of Images 256 × 256, 512 × 512

Original Key used for En-
cryption

x = 0.4523444336, y = 0.003453324562, z=0.001324523564,
x̄ =0.002, z̄ = 0.004, r = 3.9 and β= 4.5

Modified Key used for Dif-
ferential Attack Analysis

x = 0.45234443361, y = 0.003453324562, z=0.001324523564,
x̄ =0.002, z̄ = 0.004, r = 3.9 and β= 4.5

113
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To prove the efficacy of the proposed technique, its performance is evaluated on several
performance metrics and corresponding results are analyzed. The next section gives the
description of Performance Parameters along with analysis of the results obtained after
implementation.

5.2 RESULTS AND DISCUSSIONS

The simulation results of the proposed mechanism are calculated with the help of var-
ious Performance Metrics and by taking average of each parameter on ten different
images of two sizes i.e. 256×256 and 512×512.

5.2.1 Visual Analysis

A good image encryption scheme shows no visual information [56] similarity with the
original image. Table 5.2 and Table 5.3 shows the visual analysis of images of sizes
256×256 and 512×512 of the proposed technique and different techniques available
in the literature. The encrypted image does not show any visual resemblance with the
original image.

5.2.2 Statistical Attack Analysis

This attack basically exploits statistical weaknesses in the encryption algorithm to crack
it. In our case, Histogram and Correlation analysis are the two parameters used for this
purpose [81, 82].

i. Histogram: Histogram of an image is a graphical portrayal of the frequency dis-
tribution of the pixel intensity values present in a digital image. Table 5.4 and 5.5
shows the histogram analysis of original, encrypted, and decrypted images for the
proposed technique.

ii. Correlation Analysis: In addition to Histogram Analysis, Correlation Analysis
[28] is also performed on images. An image, when encoded, ought to have no con-
nection between the corresponding pixels. This analysis can be done horizontally,
vertically, and diagonally. For good encryption, the encrypted image must have
very little correlation among adjacent pixels in all three directions. Eq. (1.2a),
(1.2b), (1.2c) and (1.2d) represents the formula of Correlation Coefficient. Figures
5.1, 5.2 and 5.3 shows the graphical comparison of correlation in all three direc-
tions i.e. Horizontal, Vertical, and Diagonal Correlation for different techniques
available in the literature.
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Table 5.2: Visual Analysis of 256×256 Size Images

Image/
Technique

Original
Image

Encrypted
Image

Decrypted
Image

Chaos 1

Chaos 2

Chaos 3

Chaos 4

Chaos 5

Quantum Chaos 1

Quantum Chaos 2

Quantum Chaos 3

Quantum Chaos 4

Quantum Chaos 5

Proposed Technique 2
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Table 5.3: Visual Analysis of 512×512 Size Images

Image/
Technique

Original
Image

Encrypted
Image

Decrypted
Image

Chaos 1

Chaos 2

Chaos 3

Chaos 4

Chaos 5

Quantum Chaos 1

Quantum Chaos 2

Quantum Chaos 3

Quantum Chaos 4

Quantum Chaos 5

Proposed Technique 2
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Table 5.4: Histogram Analysis of 256×256 Size Images

Image/
Technique

Original
Image

Histogram
(Original Image)

Encrypted
Image

Histogram
(Encrypted Image)

Chaos 1

Chaos 2

Chaos 3

Chaos 4

Chaos 5

Quantum Chaos 1

Quantum Chaos 2

Quantum Chaos 3

Quantum Chaos 4

Quantum Chaos 5

Proposed Technique 2
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Table 5.5: Histogram Analysis of 512×512 Size Images

Image/
Technique

Original
Image

Histogram
(Original Image)

Encrypted
Image

Histogram
(Encrypted Image)

Chaos 1

Chaos 2

Chaos 3

Chaos 4

Chaos 5

Quantum Chaos 1

Quantum Chaos 2

Quantum Chaos 3

Quantum Chaos 4

Quantum Chaos 5

Proposed Technique 2
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Figure 5.1: Graph Depicting Horizontal Correlation Graphs Respectively Compared with the
Chaos and Quantum Chaos Techniques for 256×256 and 512×512 Size Images
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Figure 5.2: Graph Depicting Vertical Correlation Graphs Respectively Compared with the
Chaos and Quantum Chaos Techniques for 256×256 and 512×512 Size Images
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Figure 5.3: Graph Depicting Diagonal Correlation Graphs Respectively Compared with the
Chaos and Quantum Chaos Techniques for 256×256 and 512×512 Size Images

5.2.3 Differential Attack Analysis

To do this test, a single bit is modified in data or in Key Value and results are calculated.
These changes must be prominent to prove that a security technique is good or not. Two
parameters are used for the attack analysis:

i. Number of Pixel Change Rate (NPCR) [85]: It defines the rate of change in the
number of pixels in between the two encrypted images formed by the original key
and pixel modified (generally a bit only) key or in the Plain Image. The formula
for NPCR is provided in Eq. (1.3a) and (1.3b). A slight change in key and orig-
inal image should result in a completely different encrypted image. The impact
of one-pixel change is analyzed by NPCR and UACI [96]. Table 5.6 shows the
results of NPCR related to the image size of 256×256. The results show that the
proposed scheme shows better values of NPCR in comparison to theoretical values
given in the literature [96]. The techniques Quantum 4 and Quantum 5 do not pass
even the NPCR test, which is based on the qubit, whereas the proposed technique
which is also based on qubit passes the entire NPCR level tests. This shows that
the proposed technique is sensitive to small changes and has great resistance power
towards differential attack.
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Table 5.6: Number of Pixel Change Rate Test Table

Image THEORETICAL NPCR CRITICAL VALUE
256×256 N∗

0 .05=99.5693% N∗
0 .01=99.5527% N∗

0 .001=99.5341%

Techniques Reported
Values

0.05 level 0.01 level 0.001 level

Chaos 1 99.628194% Pass Pass Pass

Chaos 2 99.568176% Pass Pass Pass

Chaos 3 99.61344% Pass Pass Pass

Chaos 4 99.594416% Pass Pass Pass

Chaos 5 99.624633% Pass Pass Pass

Quantum Chaos 1 99.5513% Pass Pass Pass

Quantum Chaos 2 99.612426% Pass Pass Pass

Quantum Chaos 3 99.59971% Pass Pass Pass

Quantum Chaos 4 51.2329% Fail Fail Fail

Quantum Chaos 5 50.2025% Fail Fail Fail

Proposed Technique 2 99.611218% Pass Pass Pass

ii. Unified Average Change in Intensity (UACI): It defines the average value of dif-
ferential intensities between the Plain and Encrypted images [85]. Table 5.7 shows
the results of UACI related to 256×256 image size. The results show that the
Proposed Technique passes the critical values of UACI test. This shows that the
proposed technique is sensitive to small changes and has great resistance power
towards differential attack.

Table 5.7: Unified Average Change in Intensity Test Table

Image THEORETICAL UACI CRITICAL VALUE
256×256 U∗

−0.05=33.284% U∗
−0.01=33.2255% U∗

−0.001= 33.1594%
U∗
+0.05=33.6447% U∗

+0.01= 33.7016% U∗
+0.001= 3.7677%

Techniques Reported
Values

0.05 level 0.01 level 0.001 level

Chaos 1 33.4688% Pass Pass Pass

Chaos 2 33.4713% Pass Pass Pass

Chaos 3 33.4598% Pass Pass Pass

Chaos 4 33.4783% Pass Pass Pass

Chaos 5 33.5468% Pass Pass Pass

Quantum Chaos 1 33.4612% Pass Pass Pass

Quantum Chaos 2 33.5012% Pass Pass Pass

Quantum Chaos 3 33.5638% Pass Pass Pass

Quantum Chaos 4 33.4674% Pass Pass Pass

Quantum Chaos 5 25.0907% Fail Fail Fail

Proposed Technique 2 33.4942% Pass Pass Pass
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5.2.4 Key Space Analysis

Key space defines the key length used in the entire process of encryption. Larger the
key size lesser will be the feasibility of a brute-force search attack. This is a significant
parameter characterizing the possibility of an encryption algorithm to withstand a Brute
Force Attack [9,18]. The key space of different encryption techniques is shown in Table
5.8. The key size used for encryption must be large combination of Key values. Ideally,
the Key Space must be greater than 2100 for resisting brute force attacks with the current
computational ability of computers. The proposed scheme has a large enough key space
of 2432 which is suitable for secured transmission.

Table 5.8: Key Space Analysis of Various Techniques Available in Literature

Techniques Key Space
Chaos 1 2462

Chaos 2 2192

Chaos 3 2192 −2216

Chaos 4 1042

Chaos 5 2384

Quantum Chaos 1 272

Quantum Chaos 2 2256

Quantum Chaos 3 2128

Quantum Chaos 4 1072

Quantum Chaos 5 > 2100

Proposed Technique 2 2432

5.2.5 Quantitative Analysis

Two parameters are used in this study for quantitative calculation:

i. Peak Signal to Noise Ratio (PSNR): It is the ratio between the maximum signal
power components to the noise present in the Ciphered Image [25]. For evaluation
of this metric, the Plain Image is considered as the signal and the encrypted image
is considered as the noise. A logarithmic decibel scale is utilized to portray PSNR
and to scale this on a compact representation of a wide range of the original signal
or information available in the encrypted image. Figure 5.4 shows the PSNR for
two different sizes of images for different techniques available in the literature. The
proposed scheme shows the comparable results in reference to available techniques
in the literature.

ii. Information Entropy: It defines the amount of randomness in the given image
[87]. More is the entropy of the encrypted image better is its randomness. The
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Figure 5.4: Graph Comparing PSNR Values of Proposed Technique with the Chaos and
Quantum Chaos Techniques for 256×256 and 512×512 Images

formula of entropy is given in Eq. (1.6). Figure 5.5 shows the graphical and tabular
values of entropy for the encrypted and original images of different sizes. If the

 

Proposed

Technique

-2

Chaos 1 Chaos 2 Chaos 3 Chaos 4 Chaos 5
Quantum

Chaos  1

Quantum

Chaos  2

Quantum

Chaos  3

Quantum

Chaos 4

Quantum

Chaos 5

256x256 7.99901 7.99892 7.99892 7.99907 7.99697 7.99734 7.99902 7.99382 7.94606 6.91757 7.99768

512x512 7.99976 7.99976 7.99974 7.99976 7.98988 7.99930 7.99975 7.99702 7.84388 7.09004 7.99934

7
.9

9
9

0
1

7
.9

9
8

9
2

7
.9

9
8

9
2

7
.9

9
9

0
7

7
.9

9
6

9
7

7
.9

9
7

3
4

7
.9

9
9

0
2

7
.9

9
3

8
2

7
.9

4
6

0
6

6
.9

1
7

5
7

7
.9

9
7

6
8

7
.9

9
9

7
6

7
.9

9
9

7
6

7
.9

9
9

7
4

7
.9

9
9

7
6

7
.9

8
9

8
8

7
.9

9
9

3
0

7
.9

9
9

7
5

7
.9

9
7
0
2

7
.8

4
3

8
8

7
.0

9
0

0
4

7
.9

9
9

3
4

6.20000

6.40000

6.60000

6.80000

7.00000

7.20000

7.40000

7.60000

7.80000

8.00000

8.20000

E
n

tr
o

p
y

Encryption Techniques

Figure 5.5: Graph Depicting Entropy Values of Proposed and Different Techniques of
Different Sizes



5.2 RESULTS AND DISCUSSIONS 124

image is completely randomized, then the maximum value of entropy comes out to
8 ideally. The proposed scheme shows entropy closed to 8.

5.2.6 Execution Time

The execution time is the amount of time taken for an image to be encrypted. The value
of this parameter must be as low as possible. Figure 5.6 shows the time of execution
of encryption for two different image sizes. The time of encryption plays a vital role
in depicting the practical usability of the cryptography technique. If the execution time
is high then it can not be used for practical applications. The table shows that the
execution time of the proposed technique is comparable to other popular techniques
given in literature.
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Figure 5.6: Graph Depicting Execution Time of Encryption for Two Different Size Images

5.2.7 Cryptanalysis

The cryptanalysis attack is the most important attack to validate encryption techniques
in terms of security. The most well-known cryptanalysis attack is Chosen Plain-text
Attack and Known Plain-text Attack. The Chosen Plain-text Attack is the most intimi-
dating attack. It is known that the encryption scheme can resist all other attacks if it can
resist the Chosen Plain-text Attack. Like other techniques available in the literature,
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our proposed technique has the ability to resist Chosen Plain-text as well as Known
Plain-text Attacks.

5.3 OVERALL COMPARISON

In this chapter, the results of the proposed technique based on Quantum Logistic map
are calculated on two different size images. The overall average values of the proposed
and studied image encryption techniques are given in Table 5.9.

After analyzing the experimental results provided in the Table 5.9, following conclu-
sions are inferred:

➢ This technique works on bit planes (24 planes) rather than working on bytes(3
planes) of the colored image, which helps in increasing the amount of randomness
of the encrypted image.

➢ The encryption process is completely dependent on the key values which are gen-
erated using the Quantum Chaotic Map with the help of Initial Values and Control
Parameters. This implies that our proposed technique can efficiently resist Cho-
sen Plain-text Attack and Known Plaintext Attack.

➢ The multilevel matching process in the Confusion part consumes less time for
execution. Hence, it can be used in wide practical every day applications.

➢ The multi-directional folding process in the Diffusion part of the proposed tech-
nique further enhanced the randomness property of the encrypted image. Also,
this is a key dependent Diffusion Process that increases the key space which
makes it difficult to retrieve the original information by the unknown receiver.

➢ The correlation among the pixels of the encrypted image is less than 0 which re-
flects that their is no continuity available between the adjacent pixels of encrypted
image.

➢ The measured entropy value of the proposed technique is closed to 8. It shows
that the encrypted image is highly random.

➢ The key size of the proposed technique is 2432 indicating that it can resist Brute
Force Attacks.

➢ The proposed technique passes all the test levels of NPCR and UACI, because of
multilevel matching of Confusion Process applied in bit levels on 24 planes of
image.
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➢ The time of execution of the proposed technique is comparable to almost all the
techniques available in the literature. In the proposed technique, the Execution
Time is variable as it depends on the key value which is generated with the help
of Quantum Chaotic Maps.

All the characteristics of the proposed encryption technique make it useful for preserv-
ing image confidentiality on the network, and it is also suitable for real-time applica-
tions.

The next chapter provided a conclusion to the research work as well as future direc-
tions.



CHAPTER 6

CONCLUSION AND FUTURE
SCOPE

6.1 OVERALL CONCLUSION

In the current development, digitization is an indivisible component of each individual
entity. Accordingly, it necessitates the safety of relevant electronic data. In addition,
information communication should be protected in all aspects. The extensively used
solution is cryptography, which is the theme of the study in this research work. The
main objectives of the work are the design, development, and testing of the performance
of encryption mechanisms to endow with optimal values of vital performance factors
like confidentiality, imperceptibility, randomness and speed. Before developing the
protection mechanism, available schemes are studied and implemented to understand
better the gaps between the ideal and actual performance of the techniques. Consequent
to the literature review on existing methods, two protection mechanisms are designed.

In the initial phases of work, the Chaos-based Encryption Techniques were sur-
veyed, and a proposal based on a Chaos Encryption Technique was developed, which
outperformed other similar techniques of that period. Afterward, Quantum Chaos-based
Cryptography Techniques were developed, and a new encryption scheme was imple-
mented. The overall inferences of the research work are as follows:

➢ Image Perceptual Quality: Both the proposals provides good encrypted image,
it is entirely like noise and have no resemblance with original image.

➢ Key Space: The set of all valid, possible, distinct keys of a given crypto-system
determines the key space. It must be greater than 2100 for resisting brute force
attacks with the current computational ability of computers. Both the proposed
schemes have a good value of key space (Proposal-1 = 2384 and Proposal-2 =
2432) ensuring resistance against brute force search attack.
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➢ Statistical Attack: Two parameters are considered for statistical analysis.

i. Correlation: The correlation among adjacent pixels of the Encrypted and
Plain Image should be as low as possible. In both the proposals, the value
is closed to zero ensuring the encrypted image is entirely different from the
original one thus ensuring resistance to statistical attacks.

ii. Histogram: In both the proposals, the histograms were evenly distributed
ensuring that both are not affected by statistical attacks.

➢ Time of Execution: The execution time must be as low as possible for practical
usage. The first proposal nearly overpowered all other techniques of its era while
the second proposal execution time was good but not the best in comparison to
other literature survey techniques.

➢ Differential Attacks: Both of the proposal passed theoretical NPCR test values,
but the first proposal failed in passing theoretical UACI value indicating the fail-
ure against differential attacks. The second proposal passed both NPCR/ UACI
theoretical test values hence was successful against differential attacks.

➢ Quantitative Parameters: In this category, two parameters were taken named as
PSNR and Entropy. Both the parameters were found to be fine in comparison to
other techniques of literature.

6.2 FUTURE RESEARCH DIRECTIONS

The research work described here revealed the workable techniques enhanced in vari-
ous features and pointed out numerous probable research guidelines to be investigated
in the future. The proposed mechanisms are verified based on numerous performance
metrics and validated by comparison with available renowned mechanisms. Both the
mechanisms are highly confidential, with complex mathematical computations to make
it tedious for anyone to breach the private data. The hardware implementation of meth-
ods increases protection standards’ swiftness, effectiveness, and consistency. CPLD
and FPGA implementations of these software algorithms are proposed for bringing
modernism to projected algorithms. In order to use these implemented techniques in
working applications, hardware implementation of schemes is recommended for the
availability of a readymade electronic hardware tool. Also, in the future, the use of
deep learning and machine learning-based techniques can be used to generate random
numbers that can not only improve keyspace but, at the same time, will help in prevent-
ing differential attacks.
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