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Instructions 

i) It is compulsory to answer all the questions (1.5 marks 

each) of Part-A in short. 

(ii) Answer any four questions from Part-B in detail. (ii) 
(ii) Different sub-parts of a question are to be attempted ii) 

adjacent to each other 

PART-A 

1. (a) Let V = P(t), the vector space of real polynomials. 

Determine, whether or not W is a subspace of V, 

where W consists of all polynomials with integral 

coefficients. (1.5) 
(b) Let T:V> w be linear transformation, prove that 

kernel of T is subspace of V. 

(c) Suppose B is similar to A. Prove that B" is similar to 
(1.5) 

A". (1.5) 
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PART-B 
(d) Obtain the matrix of the linear mapping T, where 

T:R2R is defined by 2. (a) Give an example of an infinite-dimensional vector 

space V(F) with subspace W such that V/W is a finite- 

(5) 
(1.5) T(x. y) = (2x+ y, x - y, X+ 3y) 

dimensional vector space. 

(e) Show that the following matrix 
b) Let V, W be finite-dimensional vector spaces over a 

field F. If T:V> W is a linear transformation, then 
dim V = Rank T + Nullity T. A = (10) 

is not diagonalisable. (1.5) (a) If T and W are linear transformations on a finite- 3. 

()Ifa is eigenvalue of square matrix A. Then, find the 

eigen value of hermitian matrix. 

dimensional vector space V such that T W = 1, then 

show that T and W are invertible and T-l = W. Give 

an example that this is false when V is not finite- 

(8) 

(1.5) T 

(g)Find the characteristics polynomial c(t) of the following 
dimensional. 

matrix:
(b) Let V be a finite-dimensional linear space and a #0 

in V, then there is an element feV such that 

(1.5) fa) # 0. (7) 
0 0 2 

4. Let V be a finite-dimensional vector space over a field F 

and T:V V be a linear transformation. If B and y are 

two ordered bases of V, then there exists a non-singular 

h) Find k so that u = (1, 2, k, 3) and v= (3, k, 7,-5) in 

R are orthogonal. (1.5) 
matrix P over F such that [T], = P"(T], P. Hence, also, 

deduce that, if T is a linear operator on R2 defined by 

T(x,y)=(-y. x) and B = {a, = (1, 0). B, = (0, 

) Let T be a normal operator. Prove that if T(v) = 4,v « 

and T(w) = A,w, where 2 # 2, then < v, w> = 0. 

(1.5) 1)}7= {a, = (1,2), B, = 1,-1)} be two ordered bases for 

) Show that any operator T is the sum of a self-adjoint
operator and a skew-adjoint operator.

R, Then, find a matrix P such that (T], = P[T], P. 
(1.5) 

(15) 
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(a) Let mty be the 
minimal 

prlyitittia) 
th arn n-stguaree

(5 
matrix A. Show that the charat teristic 

piyrirrnial
f 

(b) Let be an eigen 
value f a 

inesr fer attnT: 
V-> V 

Then, the gcometric 

multiplicity 
of 1. dhes nnt eKCOPA 

its algecbraic multuplicity 

A divides (m)' 

(10 

(a) Find all (non-equivalent) Jordan natrices Wth (7) 

characteristics 
polynomial cft) = (1 - 7) 

(b) Prove that, for any 
vectors 

() 

4, vEV, <u, v>s ||u ||| > |/ 

7. Let V be a Euclidean space. If a linear mapping 
T:V>V 

1. 
is orthogonal on V, then for all a, BE V, 

(1) <a.p> = 0 => < T(a), T(B)> = 0, 

(iüi) || T(a) -T(B)|E|a-B||. 

(15) 
(iv) T is one-to-one. 
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